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Abstract 

Vorticity control is a new paradigm in propulsion hydrodynamics. In this thesis, we study fish- 
like propulsion strategies as concepts in vorticity control. Our motivation for this research stems 
from the remarkable capabilities of fish to propel and maneuver in ways presumably optimized by 
evolution. First, we experimentally measured the flow around a live, naturally swimming fish. We 
then examined the propulsive properties of a rigid foil which harmonically oscillates in a fish-like 
manner. Finally, we explored the interaction of a foil with oncoming vorticity to identify the processes 
by which vorticity can be manipulated. Throughout this thesis, digital particle image velocimetry 
(DPIV) is used to make quantitative multipoint measurements of the unsteady flow fields. 

Fish are the prime example of vorticity control: they propel and maneuver by manipulating 
vorticity formed along their body which interacts with the tail. Although fish swimming has been 
studied for several decades, little is known about the details of the flow near the body and its 
relationship to the propulsive wake. Using DPIV, we measured the flow around a small fish while 
swimming straight and while turning. In the horizontal plane, the propulsive wave along the body 
has a dominant influence on the lateral and streamwise velocity components of the flow. Bound 
vorticity is shed and then favorably affected by the tail motion to produce a thrust wake in the form 
of a reverse Kärmän street. Flow out of the horizontal plane was significant only during aggressive 
motions such as maneuvering. For straight steady swimming, the flow in the horizontal middle plane 
closely resembles two-dimensional swimming plate theory. 

Next, we investigated the propulsive properties of a rigid flapping foil of chord length c, harmon- 
ically oscillated in heave and pitch while translating forward. Previous studies indicate that high 
efficiencies are possible while maintaining large levels of thrust. We explored the flow around and 
in the wake of a large amplitude flapping foil as a function of frequency and angle of attack. High 
levels of thrust were achieved for large, 0(c), heave motions and high angles of attack which often 
exceed the static stall angle. Dynamic stall occurs for most thrust producing cases and its formation 
and evolution are influenced by the kinematics of the foil. The formation of large stall vortices does 
not adversely affect efficiency; rather, the dynamic stall vortices are an efficient mechanism by which 
momentum is transmitted to the wake and can be manipulated to favorably affect the propulsive 

efficiency. 
Finally, we studied the tandem combination of a bluff body and a flapping foil as a simple type 

of vorticity control to clarify vortex-foil interaction processes. Proper placement of the flapping foil 
can reposition and/or annihilate undesirable vortices affecting the wake signature and efficiency. 
Upstream of the foil, a transversely oscillating D-section cylinder was used to produce a Kärmän 
type array of discrete vortices. Foil kinematics and the nature of the encounter with the cylinder 
vortices were adjusted to identify wake interaction modes. Cylinder vortices merged with same 
signed trailing and leading edge vortices; or alternatively, strained to disintegration near the foil 
or merged destructively with the shear layer near the foil trailing edge. Our results indicate that 
vorticity control of this type may lead to improved efficiency and reduced wake signature. 

Thesis Supervisors:  Prof. Michael S. Triantafyllou, Professor, M.I.T. 
Dr. Mark A. Grosenbaugh, Associate Scientist, W.U.O.I. 
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Chapter 1 

Introduction 

1.1     Motivation 

Vorticity control is defined as active and purposeful generation and repositioning of vorticity. 

In this thesis, we study the role of vorticity in propulsive wakes and ways in which efficiency 

can be affected by controlling the placement of vorticity. Vorticity generation in propulsion 

is generally regarded as an undesirable consequence of jet production. Even for the case 

of a simple two-dimensional jet, the shear layer is unstable and eventually will break down 

into discrete regions of vorticity. This view fails to consider the fact that jet generation is 

intrinsically related to vorticity generation, which may undergo dynamical changes, resulting 

in the formation of large vortical patterns. Hence, redistribution of vorticity which is often 

an unavoidable consequence of the instability of the jet flow, is the cause of the appearance 

of large vortices. The contribution of this thesis is to show that such vorticity redistribution 

may result in high propulsive efficiency. 

We begin by addressing methods by which a swimming fish generates thrust. Fish 

swimming hydrodynamics has captured the interest of many noteworthy researchers for 

centuries. 109 years of evolution have produced more than 22 000 species of fishes which 

are "masters of the art of propulsive interaction with water"1. Despite remarkable individ- 

ual species adaptations, most fishes swim using similar motions. Consequently, it is well 

accepted that fishes have evolved to efficiently propel themselves through water. 

It has been known for many decades that fishes produce a highly vortical jet wake. 

Kärmän and Burgers [126] first introduced the notion that the famous Kärmän street shown 

'Videler [123] 
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Figure 1-1: The Karmän vortex street behind a circular cylinder at Rd = 140. Photograph 
by S. Taneda, from Van Dyke (1982) 

in Figure 1-1 can also work in reverse, generating thrust instead of drag. Lighthill [64] 

remarks that the nature of these thrust producing wakes have been "hitherto neglected" by 

most researchers. The conventional understanding of these wakes is that the vortices arrange 

in vortex rings which are efficient packages for energy and momentum to be transferred to 

the wake. Our experimental work with live swimming fish shows that the structure of the 

vortex wake is inherently linked to the undulation of the fish body as well as the movement 

of the tail. The formation of discrete vortical structures is not a secondary effect, rather, 

the fish forces the wake to be highly vortical at a frequency which produces the most thrust 

for minimum input. 

Flapping foil propulsion, the engineering application offish-like movement of a hydrofoil, 

has received attention in recent decades as a possible competitor for propellers. High effi- 

ciencies, comparable to and exceeding those of typical propellers, have been reported in the 

literature which have sparked our interest. We define flapping motion as the simultaneous 

heaving and pitching of a foil while translating forward. Large amplitude foils oscillated at 

the correct frequency can provide significant thrust levels very efficiently. The premise has 

many exciting engineering applications such as ship propulsion [145], maneuvering and flow 

control.  One obvious advantage over a conventional propeller is that the effective propul- 

16 



sor area can be increased to provide power more efficiently. For instance, a flapping foil 

propulsor could more fully utilize the beam of a ship. 

In this thesis we systematically examine the flapping foil parameter space to explore 

the vortical wake structure and its relation to propulsive efficiency as measured by other 

researchers. Previous efforts in this area are limited to flow visualization and lightly loaded 

foils operating at low angles of attack. Here, we focus on heavily loaded foils operating at 

moderately large angles of attack (often in excess of the stall angle) in order to achieve thrust 

forces appropriate for engineering application. Using digital particle image velocimetry, we 

are able to explore the multi-dimensional parameter space with minimal experimental and 

computational effort as compared to traditional flow measurement techniques. Our results 

demonstrate that high thrust, high efficiency motions are dominated by the process of 

dynamic stall which is controlled by the foil kinematics. Kinematic manipulation of the 

stall process can favorably affect the efficiency of the motion by controlling the generation 

and placement of vorticity. 

Our final topic in this work is the notion of vorticity control: the manipulation of 

vorticity to favorably affect the flow. There are many contexts in which vorticity control can 

be applied. In aircraft design for instance, several types of passive devices are used currently 

to adjust the flow by injecting or managing vorticity. For example, vortex generators are 

small shedding devices used on aircraft wings to inject vorticity into the boundary layer 

in order to delay separation. Another example of passive vorticity control is the use of a 

splitter plate behind a translating cylindrical section. The plate prevents the formation of 

the Kärmän street, reducing the oscillatory forces on the cylinder. 

Active vorticity control which utilizes flow sensors and feedback control techniques offers 

obvious advantages over passive flow control devices. Unpredictable, unsteady disturbances 

can be measured and then cancelled or repositioned, altering the hydrodynamic load and 

reducing the wake signature. In this thesis we investigate the interaction processes between 

vorticity shed from a bluff body and a thrust producing flapping foil. Vorticity control is 

achieved in an open loop sense: the kinematics and geometry of the tandem arrangement 

control the encounter and evolution of vorticity. We demonstrate effective cancellation of 

a strong Karman street drag wake and relate the overall performance to the nature of the 

vortex interactions. 
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1.1.1     Propulsive efficiency 

Our primary motivation throughout this thesis is the efficient generation of thrust. In 

this introductory section, we present a classic actuator model by which we can compare 

propulsion strategies. 

Conventional propellers are universally used in all types of marine vehicles from small 

submersibles to the largest freight ships. Screw propellers are unrivaled as propulsors for 

several reasons. Propellers deliver high levels of variable thrust in a single motor driven 

shaft. Reversing thrust is generated simply by reversing the shaft rotation. Recovery of the 

ship wake improves the efficiency by increasing momentum input to the propeller. 

However, there are also disadvantages in propeller propulsion. As in all propulsors, the 

highest thrust is produced at low advance ratio where the efficiency is near zero. Typically, 

the highest efficiency occurs when the thrust coefficient is reduced by approximately 50% 

of its bollard value. Hence, there is a trade-off between efficiency and thrust level. It is 

not practical to operate large propellers at low frequencies as this requires large motors. 

Cavitation of the propeller is also an issue at high shaft speeds. Further, there is loss of 

momentum in the wake due to the presence of stable helical vortices which rotate the wake 

about an axis along the direction of motion. This rotational energy is wasted as it does 

nothing to advance the body. Contrarotating propellers recover some of this lost momentum 

but involve more complex mechanical system. 

Propulsor effectiveness can be evaluated with a simplified momentum analysis by mod- 

elling the propulsor as an actuator disk. The actuator disk imparts a sudden increase in 

pressure to the fluid passing through it which uniformly accelerates the flow, generating 

thrust evenly distributed over the disk area. Such a device likely does not exist, however, 

the simple actuator model provides a basis for comparison of different propulsors. 

If the total thrust produced is T, the nondimensional thrust coefficient is 

where p is the fluid density, A0 is the disk area (area "swept" by the actuator) and U is the 

flow velocity into the propulsor.   The ideal efficiency can be calculated using momentum 
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and energy arguments to be [91] 

useful work obtained 2 
Vi = ; y~A—= r (1-2) 

work expended 1 _j_ (QT _J_ J)J 

Equation (1.2) relates the trade-off relationship between thrust coefficient and efficiency. As 

the thrust coefficient approaches zero, the ideal efficiency tends towards unity. Similarly, as 

the thrust increases, the efficiency is diminished. Equation (1.2) also shows how efficiency 

relates to the swept area of the actuator disk. As the disk area increases, Cj decreases which 

improves the efficiency. An ideal efficient actuator should operate over a large swept area 

with low thrust levels. Large amplitude flapping foils sweep a large disk area 2AJES where 

ATE is the trailing edge excursion and s is the span. Thus, within the context of simple 

actuator disk theory, flapping foils are worthy competitors for conventional propellers. 

1.2     Chapter preview 

In Chapter 2, we summarize the experimental method of digital particle image velocimetry 

(DPIV) used throughout this thesis. DPIV provides multipoint real-time velocity measure- 

ments within a planar slice of the flow. Special adaptations to the standard method are 

implemented to correct the flow near boundaries. Details of the method and related derived 

quantities are discussed in detail. 

In Chapter 3, we look at the flow around a swimming fish. Kalliroscopic visualizations 

and DPIV are used to reveal the flow along the body and in the wake of a live swimming 

fish. Measurements for straight swimming and maneuvering are presented in shallow and 

deep water. 

Chapter 4 is the focal point of this work. Here, we explore the flow mechanisms involved 

in flapping foil propulsion. An array of experiments spanning the parameter space are pre- 

sented which show thrust development and its relationship to wake structure and evolution. 

Comparisons are made with force and efficiency measurements to assess the efficiency of 

flapping foil propulsors and the relationship to wake structure. 

In Chapter 5, we study the problem of wake energy recovery and vortex cancellation 

using a flapping foil to manipulate vortices shed by an oscillating cylinder. A variety of 

interaction modes are identified which depend on the phase relationships between wake 

vortices and the kinematics of the flapping foil. 
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Finally, in Chapter 6 we summarize the conclusions and contributions of this thesis and 

make recommendations for further research. 
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Chapter 2 

An experimental method for digital particle 

image velocimetry near a moving body 

2.1 Introduction 

In this chapter we describe our experimental methods which implement digital particle 

image velocimetry (DPIV) for flow measurement and visualization. Unlike other methods, 

with DPIV we can measure an entire two-dimensional velocity field at one instant in time, 

with simultaneous flow visualization. Using DPIV, one experiment is required to map 

an unsteady flow, whereas with other single point methods, we would have to do many 

experiments with many probes and considerable post-processing to accomplish the same 

goal. 

In the following sections, we present the general DPIV method, its advantages and 

limitations, the technical details of the experimental method and special implementations 

near moving boundaries. 

2.2 DPIV Algorithm 

The DPIV method derives from the analog flow measurement techniques of laser speckle 

velocimetry (LSV) and particle image velocimetry (PIV). In both methods, the flow is 

seeded with small light reflecting particles and a plane is illuminated using a flash lamp or 

laser sheet. Double exposed photographs of the particles in a plane are taken which reveal 

speckles (LSV) or individual particle traces (PIV). The photographs are then mechanically 

interrogated with a diffracted laser beam to produce what are known as Young's fringes. 
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Figure 2-1: Schematic diagram of DPIV algorithm 

The spacing and angle of these fringes correspond to the displacement and direction of the 

particle movements. Adrian [2] gives an excellent review of these two methods. 

LSV and PIV have been applied in many successful fluids experiments; however, they 

are not practical for many reasons. Mechanically interrogating the images is tedious and 

time consuming. The required double exposures give no phase information which makes 

reversing flows difficult to study. Particle images which overlap one another also give no 

information. Digital particle image velocimetry solves these problems while using a com- 

pletely digital implementation. First introduced by Willert and Gharib [135, 136], DPIV 

uses single exposed images and a spatial cross correlation calculation between the images 

to track particle displacements. 

The basic algorithm is outlined in Figure 2-1. Image data from two successive video 

frames are collected and stored digitally in levels of greyscale. In each of the frames, 

we examine small interrogation regions at the same spatial position. The data in these 

interrogation windows, f(m,n) and g(m,n), are used to compute the cross correlation 

function, 

JV_,       N_i 
2 2       l 

$jg = f{m,n)og(m,n)=   ^     ^  f(k, I) g{k + m,l + n) (2.1) 
K~~ 2   '-~ 2 

where m and n refer to individual pixels. N is the interrogation window size in pixels. 

Cross correlation is a measure of "goodness of match" between images. If the cross 

correlation function has a strong narrow peak, the first image matches the second image 
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when the first image is laid over the second at the location of the peak.   The correlation 

peak locates the average displacement of the sampled group of particles. 

We implement the cross correlation calculation in the Fourier domain, replacing the 

convolution with complex conjugate pointwise multiplication of the two-dimensional Fourier 

transforms. This is known as the correlation theorem 

f(m, n) o g(m, n) O F(u, v) G*(u, v) (2.2) 

The order in which the correlation is performed is important in DPIV to preserve phase 

information between the two images. Implementation of the algorithm with Fast Fourier 

Transforms (FFTs) limits the allowable displacement between the two images to ±y pixels. 

This is due to the periodicity of the Fourier transform at the sample frequency and is 

formally known as the Nyquist criterion. For a sample of size N, the maximum resolvable 

displacement without any overlap in the Fourier domain (i.e., aliasing) is ±y pixels. In 

principle, we would like the cross correlation calculation to check for a match anywhere in the 

second video frame. However, we choose to limit our search spatially to gain computational 

speed by using Fourier methods. Hence, only the image data inside the interrogation window 

are used to compute each displacement. A weighting function is not used along the edges of 

the window because that would bias the correlation peak towards the center of the window. 

After the cross correlation is computed, the peak must be located with sub-pixel accuracy 

in order to derive displacement data with low relative errors. For example, a displacement 

error as little as half a pixel can produce a velocity error on the order of 0.5 — for typical 

video frame rates and much greater for faster framing rates. Accurate and computationally 

economical peak estimation is required to achieve sub-pixel resolution. The algorithm uses 

a Gaussian curve fit to the data around the maximum correlation value in both image 

directions independently. The fit has the form 

-(C-c2)
2 

KC) = cie     <3 (2.3) 

where ( is the spatial coordinate. Four data points in addition to the maximum are used to 

make the fit as indicated by the circled points in the peak finder box shown in Figure 2-1. 

The Gaussian fit models the peak well, with best results when the peak is broad. The 

success of the Gaussian model is not surprising since particle image intensity distributions 
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are Gaussian. This technique works well only when the particle images occupy multiple 

pixels. Lourenco and Krothapalli [65] also report excellent results with Gaussian curve fits. 

2.3    Implementation issues 

For the DPIV algorithm to work well, several criteria must be met. First, there must be 

adequate particle seeding. The algorithm requires that the seeding is randomly distributed 

over the entire image plane. Gaps in the seeding density can locally bias the correlation 

computation and should be avoided. The camera, lens and image plane must be adjusted 

so that the particle images are a few (2-3) pixels in size. Also, there should be ten or more 

distinct particles in each interrogation window. Willert and Gharib [136] systematically 

studied the seeding requirement and found that 10-20 particles per window are sufficient to 

ensure good correlations. Seeding density higher than 20 particles per interrogation window 

showed no improvement in the calculation. 

The implementation of the algorithm using FFTs requires that the maximum average 

displacement anywhere in the flow is less than half the interrogation window size (Nyquist 

limit). The objective is to choose the interrogation window size to be as small as possible 

without violating the Nyquist limit and the seeding requirement. In practice, the rule of 

thumb is to limit the maximum allowable displacement to one third of the window size. 

The number of independent measurements (i.e., correlations) in a given image is the to- 

tal number of interrogation windows which fit into the image without overlap. For instance, 

a 768 x 480 pixel image with 32 x 32 pixel interrogation windows gives 360 independent 

displacement measurements. Oversampling of the data is possible by overlapping the in- 

terrogation windows, that is, stepping the window in increments less than the window size. 

For example, a 768 x 480 pixel image sampled with 32 x 32 pixel windows stepped in 8 pixel 

intervals, gives 5760 measurements. These added measurements are not truly independent 

since no new image data are used. However, they increase the spatial resolution of the data. 

The mean particle separation limits the allowable step size since below that limit, no new 

particles would be included in the correlation calculation. 

The displacement data are post-processed to remove outliers and high frequency jitter 

inherent to the algorithm. Outliers are identified by comparing the displacement magnitude 

at a given point with the values of the eight nearest neighboring points.    If the value 
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differs from at least four of its eight neighbors by some threshold value, that point is 

reinterpolated using linear interpolation with the neighboring points. Then, the corrected 

data are filtered by replacing each data point with a weighted average of the data point and 

its eight neighbors. This filter does not remove any information if the data are sufficiently 

oversampled to begin with, that is, the step size is at most, half of the interrogation window 

size. 

2.4     Sources of error and calibration 

DPIV is subject to many sources of error, both experimental and computational. The fac- 

tors which contribute most to the displacement error are particle image size, interrogation 

window size, seeding density and flow gradients within the interrogation window. There 

must be enough particles inside the window in order to get a sharp correlation peak that 

is robust to noise from loss of particles out of the image plane and out of the interroga- 

tion window. The window cannot be arbitrarily small because smaller windows contain a 

larger fraction of particles truncated by the window edge which is a large source of error. 

Background image noise will reduce the correlation peak and spatial gradients inside the 

window will broaden the peak. Other lesser sources of error include instrument performance 

characteristics, quantization effects and computational error. 

The windowing process in DPIV filters out spatial frequencies smaller than the interro- 

gation window size. This is a problem when the flow field of interest has fine scale motions 

and flow reversals such as in a vortex core. To correctly resolve such fine scale features, 

the image view should be enlarged in the region of interest by moving the camera or by 

reducing the window size. Willert and Gharib [136] show that there is approximately 70% 

attenuation of 32 pixel features when the data are processed with 16 x 16 pixel interrogation 

windows. One should always loosely interpret displacement data for scales less than twice 

the window size. 

Willert and Gharib [136] systematically examined the processing error in the DPIV 

system (both hardware and computation) on an actual image displaced on a linear motion 

table. They first looked at a stationary image and found a statistical error of 0.01 to 0.03 

pixels. They then studied image shifts from 0.045 to 9 pixels and obtained errors ranging 

between 0.01 to 0.15 pixels respectively. At the lowest shifts, the relative error was around 
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25% whereas at larger displacements, the error was less than 2%. Hence, the time between 

images should be adjusted such that the particle displacements are as large as possible 

without violating the Nyquist limit. Quantization effects and numerical noise were found to 

be insignificant compared to seeding and window sizing effects on the measurement error. 

We calibrated our hardware and processing techniques in the same manner as Willert 

and Gharib using an artificially generated test image displaced with a rotary table instead of 

a linear table. The algorithm is very robust up to the Nyquist limit despite curved particle 

trajectories. Our relative displacement error is generally less than 5%, and usually less than 

2% for moderate (> 1 pixel) displacements. 

2.5     Derived quantities 

The location of the cross correlation peak gives the displacement of the center of the particle 

group in the interrogation window.   The velocity of the particle group is simply the dis- 

placement divided by the time At between exposures of the video images. At is measured 

from the centers of the light pulses which illuminate each frame. 

In two dimensions, the out of plane vorticity is given by 

t> = 7r-ir (2-4) 
ox    ay 

where u and v are the horizontal and vertical components of velocity respectively. We avoid 

direct differentiation of the velocity field by computing instead the circulation 

T= Iu(x,y)-dl (2.5) 

where dl is a section of a closed contour of integration. In 2-D flow, Stokes' Law relates the 

circulation to the vorticity 

6 = j (2-6) 

where A is the area enclosed by the integration contour. Hence, the vorticity is given in 

terms of circulation and area, which does not require differentiation of the velocity data. 

The circulation at node ij is computed clockwise around a rectangular contour through the 

eight nearest neighbors 
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and the vorticity is 

Sx 
r,-j  =  Oi-ij-i + 2u,-_i,j + u,-_lj-+1) — 

+ Oi-iJ+i + 2t>,-,,-+1 + w,-+ij+i) — 

Sx 
- (ui+l,j+l + 2u,-+iJ + «i+ij-i) — 

- («,-+i,i-i + 2v,-ij_i + ü,-_ij_i) y (2.7) 

(6)u' = 4^% (2"8) 

Equation (2.8) compares well to direct differentiation of the velocity field and adds ro- 

bustness to the vorticity calculation. Although the method spatially filters the field, the 

effect is not as severe as other methods which employ polynomial fits and a least-squares 

approach [135]. If only four data points are used in the calculation, that is, the integration 

contour encloses an area A = 6x6y, the method does not perform well. Similarly, if the 

spacing between data points is too small, for instance due to small interrogation windows 

and step sizes, high spatial frequencies are introduced into the result. 

Although the circulation is given by equation (2.7), in some cases we would like to 

directly compute the circulation on a circular contour. For instance, to quantify the strength 

of a vortex, the circulation should be integrated along a circular path at a given radius from 

the center of the vortex. The method is a straightforward implementation of equation (2.5) 

using bilinear interpolation between data points. 

The streamlines are obtained by computing the stream function 

* =      udy-      vdx (2.9) 
Jy Jx 

The stream function is integrated twice, switching the order of integration over x and y, 

and the two solutions are then averaged. 

2.6     Experimental apparatus 

Figure 2-2 is a schematic diagram of the experimental apparatus used throughout this thesis. 

A 6 Watt Argon-ion continuous wave laser generates a beam which is directed through a 
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Figure 2-2: DPIV experimental apparatus 

mechanical shutter and a fiber optic cable to the experimental area. The beam is passed 

through a lens to make a light sheet which illuminates a plane in the flow. The flow is seeded 

with small (diameter w 40/ira) neutrally buoyant fluorescent particles and imaged with a 

high resolution, black and white, CCD video camera (Texas Instruments MULTICAM MC- 

1134P). The camera has 1134 x 480 pixels at maximum resolution and acquires images 

at the standard video rate, 30 Hz. The camera uses dual field exposure which allows full 

vertical resolution with no interlace. 

The video signal is stored directly to a Sony CRVdisc videodisc recorder (LVR-5000A) 

in real time. A timing box (General Pixels) synchronized to the video signal controls the 

laser shutter. Although the camera frame rate is 30 Hz, the effective framing rate can be 

increased by asynchronously shuttering the laser. Two successive light pulses are made 

to approach the video frame edge with a small time between them. Image pairs can be 

obtained with as little as a few milliseconds between them at half the camera rate, 15 Hz. 

This allows us to study faster flows with acceptable pixel displacements. 

Video frames of interest are then digitized to 8 bits/pixel using an EPIX 4MEG Video 

board in a 486 PC. The image pairs are correlated and filtered using software provided by 
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Willert and Gharib [136] in addition to our own software. 

The experiments documented in this thesis were all done in still fluid, i.e., water tanks 

instead of water tunnels. The DPIV method works equally well for either scenario. Still 

water is well suited for our experiments since we are usually concerned with shed vorticity 

that is relatively stationary. Hence, our desired frame of reference is fixed in the laboratory. 

2.7    Extensions of DPIV method near a moving body 

DPIV must be implemented carefully near any boundary such as a wall, free surface or 

moving body. Interrogation windows which cross a boundary contain image data which are 

not fluid. This biases the cross correlation peak towards the displacement of the boundary, 

resulting in spurious displacement data for the fluid near the boundary. 

The DPIV algorithm is able to track some types of solid boundary without any spe- 

cial consideration. We expect this to be the case because the cross correlation function 

tracks patterns. However, if the body image is uniform, the correlation peak cannot be 

differentiated from the noise peaks and the data can be discarded on the basis of signal 

to noise ratio. If the boundary is a straight line, the cross correlation peak will track the 

displacement in the perpendicular direction, but cannot provide information on tangential 

displacement. If the object to be tracked is smaller than the interrogation window and has 

a distinct, nonuniform image, it can be located in both directions. The DPIV algorithm 

alone cannot locate deformable boundaries such as surface waves or undulating bodies. 

Our goal in developing near-body DPIV techniques is to accurately track the flow near 

the boundary, not to track the boundary. Hence, we do not include any body or boundary 

data in our cross correlation calculations. It follows that we do not allow body or boundary 

data to enter into any of the post-processing such as filtering or vorticity calculations. 

Figure 2-3 is a schematic diagram of the near-body DPIV algorithm. The standard DPIV 

algorithm generates raw velocity data. Before this data is interpreted, the data inside and 

near the boundary are deleted using an interactive software program. All data within half 

an interrogation window are discarded to ensure that none of the correlation calculations are 

contaminated by boundary data. Although it is possible to use image processing techniques 

to remove data inside boundaries automatically, we chose an interactive technique because 

our boundaries are typically deformable with highly variable characteristics. For instance, 
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Figure 2-3: Schematic diagram of near-body DPIV algorithm. The standard technique is 
carefully applied in the region around the boundary and can be supplemented with particle 
tracking if required. 

we often have a bright edge on the boundary which can cause reflections and shadow regions 

which are difficult to define because the edges are not always sharp. Sometimes particle 

correlations are possible along a shadow boundary. We leave these decisions to be made 

using interactive techniques based on the quality of the correlation peak. 

Outlier removal and smoothing filters are then applied to remove the high frequency 

jitter inherent to DPIV. The algorithms are similar to the standard method except in that 

lacking data are treated specially. If a data point differs from at least four of its eight nearest 

neighbors by some threshold, the point is an outlier and is removed by linear interpolation. 

Horizontal velocities are interpolated with horizontal neighbors and vertical velocities are 

interpolated with vertical neighbors. If the necessary neighboring data point is missing, 

i.e., it is on or inside a boundary, it is not used in the interpolation. We then discard the 

outlier point so it does not contaminate any further derived data. Multiple passes are made 

through the outlier filter until no outliers remain. 

The smoothing filter differs from the standard method by assigning differing weights 

to the neighbor points. As before, the filter averages the data point and its eight nearest 

neighbors. The data point itself has a weight of one, the diagonal neighbors have a weight 

of 0.8497 and the immediate neighbors have a weight of 0.7071. These values follow a cosine 

function in both directions with the maximum at the center of the 3x3 grid. Weighting the 

filter in this way accommodates potential lack of data in the grid while minimizing possible 

bias in the result due to the remaining neighbors. If, say, a diagonal neighbor is missing, 

the data can still be smoothed and the diagonal data's weighted contribution removed from 
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the calculation. If an immediate neighboring point is missing, its greater weight is removed 

from the average. If more than three neighbor points are missing, no smoothing is done but 

the point is not discarded. This filter removes jitter as well as possible without biasing the 

data when only a few data points are missing. 

The adaptive nature of the smoothing filter was tested on a characteristic data set to 

see how well the filter handles missing data. Figure 2-4 summarizes the test case: a vortex 

pair measured behind an oscillating D-cylinder. The vortex pair flow is typical of our 

experiments as it contains high gradient regions and flow reversals. 

Figure 2-4 (a) shows the vortex pair raw velocity data and artificially deleted data 

points. Three sets of three points were deleted in high, low and medium gradient areas. 

Figure 2-4 (b) shows the smoothed data, (c) the relative magnitude of the velocity gradient, 

and (d) error in smoothing caused by missing data. As expected, the magnitude of the error 

depends on the local velocity gradient. For this case, the maximum error is 15 percent of 

the maximum velocity in the field and occurs at the point of maximum velocity gradient. 

The filter performs well for medium and low gradient areas with a relative error less than 

five percent. This example demonstrates the behavior of the adaptive smoothing filter in 

the absence of data. It performs acceptably near absent data but must be used cautiously 

in high gradient regions. 

When we want data within half an interrogation area from the boundary, we must 

resort to individual particle tracking. Individual particles can be tracked visually by closely 

examining each pixel value in the near-body region. This technique is tedious and accuracy 

suffers because the particle images generally occupy more than one pixel. Visual estimates 

give only whole pixel displacements whereas the cross correlation method gives subpixel 

accuracy. Our technique uses cross correlation with interrogation windows as small and as 

near the boundary as possible. Using this method, particle locations are accurately tracked 

with subpixel precision. The measured displacements are then converted to the same grid 

as the far flow field using bilinear interpolation. 

Although this technique is numerical and partially automated, it still must be applied 

carefully near the boundary. Images near the boundary may be shadowed or contain re- 

flections from one video frame to the next. The very near-body flow is difficult but not 

impossible to obtain. Because of this, we only use this technique when we are specifically 

interested in the very near body region.  For the general case, we apply only the top flow 
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Figure 2-4: Test case for adaptive smoothing filter, (a) raw data with artificially removed 
data indicated by circles, (b) smoothed data, (c) relative magnitude of velocity gradient, 
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Figure 2-5: Artificial cylinder image used to verify near-body DPIV method 

path illustrated in Figure 2-3. 

Our standard method (the upper path in Figure 2-3) was verified with two contrived 

near-body scenarios. A cylindrical body was artificially created in a real particle image. 

In Case A, we shifted the image data to the right by five pixels while keeping the cylinder 

stationary. Case B is the opposite scenario: the cylinder is moved five pixels to the right 

while the image data are fixed. Figure 2-5 shows the test image and Figure 2-6 shows 

the raw and processed data for the two cases. The data were processed with 16 x 16 

pixel interrogation windows, every four pixels. The cylinder is 64 pixels (four interrogation 

windows) in diameter. 

We chose to process this data with a 16 x 16 window to challenge the algorithm. The 

pixel shift of 5 pixels is near the maximum allowable displacement of one third the window 

dimension. A small window size is always preferable because it allows us to get data closer 

to the boundary. Unfortunately, the seeding density ultimately limits our window size. 

Figure 2-6 (a) clearly shows the jitter associated with miscorrelations due to moderately 

low seeding for this window size. Spurious data near the boundary occur in both scenarios 

(Figure 2-6 (a) and (b)). Both cases effectively demonstrate the necessity of special treat- 

ment near boundaries and they validate our methods. Close examination of the filtered 

data shows no contamination of the result by boundary data. These cases confirm the near 

33 



400 
to 
<D 
X 

'a. 
>350 

300 

(b) 

400 
to '//' "             * t ?\\1 
CD ■//*           ■ \V 
X 1*1*                       , fV 
Q. 

\\                  t '•// 

>350 "w~       r/J 

or\n 
250 300 350 400 

X (pixels) 
250 300 350 

X (pixels) 
400 

400 

<D 
>< 
'o. 

>350 

300 

400 

X 
"CL 

250 300 350 
X (pixels) 

400 

>-350 

300 
250 300 350 

X (pixels) 
400 

Figure 2-6: Two artificial near body test cases. Case A: cylinder held fixed while particle 
images shifted by 5 pixels to the right. Case B: particle images held fixed while cylinder 
image shifted 5 pixels to the right, (a) Case A raw data; note near-body false correlations 
(b) Case B raw data, (c) Case A near-body processed data, (d) Case B near-body processed 
data. An artificial vector is shown in the center of the cylinder to guarantee the same scale 
for the four plots. 

34 



body data deletion technique for both fixed and moving bodies. Data very near the body 

can be obtained using the lower path algorithm in Figure 2-3 if necessary. In this thesis, we 

implement only data deletion and adaptive filtering near boundaries as particle tracking in 

the near body region is computationally expensive. 

2.8     Summary 

In this chapter, we have summarized the method of digital particle velocimetry as imple- 

mented in this thesis. Digital particle image velocimetry provides nonintrusive multipoint 

quantitative flow measurements acquired in real time. As DPIV operates quickly using dig- 

ital means, we are now faced with the burden of interpretation of the data rather than by 

the difficulties associated with the experimental system. In this thesis, we will apply DPIV 

to a variety of unsteady problems which would be cumbersome to study using traditional 

single point measurement methods. 
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Chapter 3 

Experimental study of fish propulsion and 

maneuvering 

"With motion irrotational, in fluid incompressible, 
A tiny little minnow swims along a line of flow, 
And the greater its velocity-well cutting out verbosity- 
The greater its velocity, the faster it will go."1 

3.1     Introduction 

The subject of fish swimming has been studied for many years by biologists as well many 

distinguished fluid mechanicists such as Gray [42], Lighthill [64], Wu [141] and others. 

Fish are able to propel themselves for great distances and accelerate and maneuver with 

intriguing agility. 

In this chapter we present experimental results for the flow around a live fish while 

swimming straight and turning. Flow visualization and digital particle image velocimetry 

(DPIV) are used to study their propulsive capabilities with emphasis on vortex generation 

and placement in the wake. Although some researchers have attempted visualizations of 

swimming fish, our quantitative measurement of the velocity field around a live swimming 

fish is the first of its type. 

Eureka, Cambridge from [75] 
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3.2     Background 

The earliest critical observations offish swimming are usually attributed to Breder [18] who 

classified fish swimming according to the extent of the body that is included in locomotion. 

Anguilliform swimming named after the eel Anguilla, utilizes large amplitude motions over 

a long thin flexible tail which comprises a large fraction of the body. Carangiform swimmers 

possess tapering tails of medium length which terminate in a well defined caudal fin. The 

primary propulsive movements are limited to the tail region. Ostraciiform fishes have 

relatively stiff bodies and oscillate only their caudal fins at the point of attachment as if 

it were a hinge. Each of the major classes of swimming contain several sub-groups which 

further depend on the flexibility of the tail and the extent of the body involved in the 

propulsive movements. Notably, Thunniform swimming, named after tunas and related 

fishes which swim similarly, is an example of carangiform swimming where the anterior 

portion of the body is very stiff and all propulsive movements are confined to a small region 

near the high aspect ratio lunate tail. 

Much of the early work on fish swimming hydrodynamics concentrated on the notion 

of drag reduction due to undulatory motion and devices which affect the boundary layer 

such as slime and dermal denticles as in the case of sharks. In 1936, Gray [41] spawned 

much interest in the subject by presenting Gray's Paradox which concludes that porpoises 

and dolphins require seven times more power than they have available in their propulsive 

musculature to achieve their swimming speeds. Gray's studies assume simple hydrodynamic 

resistance and muscle power models of human muscle to reach the conclusion that porpoises 

and dolphins either have more muscle power available or that they are able to maintain a 

laminar boundary layer. Gray's Paradox has been the subject of much debate for decades 

and we do not attempt to make any contributions to the arguments in this thesis. 

More recently, Wu [141, 142, 143, 144] and Lighthill [62, 63, 64] have developed reactive 

theories that emphasize inertial effects of the undulatory body and are more appropriate 

than simple resistive models for the high Reynolds number swimming of typical fish. In 

two dimensions, Wu [142] derived the flow around a flexible plate, swimming at arbitrary 

unsteady forward speeds using linearized inviscid flow theory. Lighthill [62] developed a 

three-dimensional elongated body theory in which each section along the body of the fish is 

considered individually and the effects of local virtual mass are integrated over the length 
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Figure 3-1: Flow along a swimming fish: (a) two-dimensional swimming theory, (b) three- 
dimensional elongated body theory. 

of the body. 

In Wu's 2-D model, the fluid near the body moves longitudinally (parallel to the direction 

of swimming) with the passage of a travelling wave along the body as shown in Figure 3- 

1(a). In Figure 3-1, the body moves to the left as the travelling wave moves to the right. 

In contrast, Lighthill's 3-D model neglects the tangential motion of fluid particles along 

the body. The fluid particles are assumed to move primarily in transverse planes at each 

section along the body as illustrated in Figure 3-l(b). Weihs [131] extended Lighthill's 

inviscid elongated body theory to include the lift forces (due to circulation) from the fins 

and tail using unsteady aerodynamics. 

Recently, Triantafyllou et al. [118] surveyed the biological literature and reported that 

most fish and marine mammals swim in the same manner characterized by the Strouhal 

number, defined as 
fA 

(3-1) St-** 

where / is the frequency of tail oscillation in Hertz, A is the double amplitude tail excursion 

and U is the forward velocity. Triantafyllou et al. found that most fast-swimming fish 

oscillate their tails with 0.25 < St < 0.35, regardless of size. These results support earlier 

work by Triantafyllou et al. [120] which used a stability analysis of the jet wake of an 

39 



oscillating foil to show that the wake is convectively unstable for 0.25 < St < 0.40. The 

wake is a tuned amplifier with the frequency of maximum spatial growth of the disturbances 

(and optimum propulsive efficiency) at St m 0.3. The resulting wake formation is a staggered 

array of vortices in the opposite direction of the classic Kärmän street. Fish may exploit 

this phenomenon to generate maximum thrust with minimum input work. 

A current topic of interest in fish hydrodynamics is numerical simulation offish swimming 

using vortex methods and viscous codes. A interesting recent computational work by 

Nakaoka and Toda [78] studied a two-dimensional wing which moves like a fish using an 

unsteady viscous code at Reynolds number 1 x 104. A NACA 0010 wing was used to 

approximate the planform of the fish body whose sections were displaced laterally in a 

travelling wave from nose to tail to simulate swimming movements. Three simplified body 

motions were taken from rainbow trout experiments. The body was placed in a uniform 

flow and oscillated with peak to peak tail sweep of 0.20 body lengths and frequency 1.6 

to 2.0 Hz. Because the prescribed motions are taken from actual fish kinematic data, the 

Strouhal numbers range between 0.32 and 0.40. Nakaoka and Toda's simulations produced 

net thrust of the order of the drag force on a stationary foil. The jet wake structure is a 

staggered alternating array of vortices arranged near the centerline. The simulation which 

produced the most thrust produced an array that was 0.1 body lengths wide, half of the 

tail double amplitude. Future simulations of this type look promising. 

Several excellent reviews on the subject of fish swimming have been published which 

summarize the traditional swimming theories and address a myriad of specific morpho- 

logical adaptations. Gray [42], Lighthill [64], Blake [10], Videler [123], Yates [146] and 

Magnuson [66] are but a few of the many authors who have prepared detailed compilations 

of the current understanding of fish swimming. 

In this chapter, our goal is not to dispel traditional swimming theories, but rather to 

clarify the flow structure alongside and in the wake of a swimming fish. Flow visualization 

with Kalliroscopic fluid and quantitative measurements with DPIV are the first measure- 

ments of this type which quantify the details of the propulsion mechanisms used by a live, 

naturally swimming fish. In James Gray's own words, "... there is not the slightest doubt 

that a most valuable picture of fish propulsion would emerge if it were possible to relate 

the speed of the animal to the precise changes in shape exhibited by the body, and to the 

patterns of disturbance which these changes induce in the surrounding water." [42]. 
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3.3     Flow visualization of swimming fish 

Our motivation to visualize a swimming fish is largely due to work by M.W. Rosen [96]. 

Rosen visualized the flow around a small tropical fish, the Pearl Danio Brachydanio albo- 

lineatus, and made some controversial observations. Rosen visualized the fish in a narrow, 

shallow raceway which was 3.8 cm wide and 2.54 cm deep with a 1.6 mm milk layer on 

the bottom of the tank which revealed a black background when disturbed. Vortex-like 

structures were observed along the body immediately behind the gills in a Karmän-like 

drag orientation, which are then convected downstream and repositioned by the tail in a 

single line in the wake of the fish. 

Figure 3-2 shows one of Rosen's photographic sequences in which the fish swam upwards 

from the bottom of each frame. Figure 3-2 shows what appears to be a free vortex to the 

right side of the fish which moves posteriorly, eventually to interact with the tail. An 

alternating array of vortices persist in the wake, in-line with the direction of the fish. 

Because the vortices in the wake lie on a single line, the fish produces a wake profile that 

is neither drag nor thrust. Rosen postulated that the fish creates drag vortices, which it 

then uses like pegs, to push off to propel forward. Energy spent in creating drag vortices is 

recaptured by the tail and aids in generating a thrust vortex street. Our first goal was to 

verify this result using more quantitative techniques. 

In the spirit of Rosen's work, we chose to experiment with a similar fast swimming 

tropical species, Danio malabaricus, the Giant Danio. Figure 3-3 shows the morphology of 

the Giant Danio which is very similar to that of the Pearl Danio. The dominant fins are the 

flexible dorsal fin and the stiffer anal fin which acts like a keel. Anterior to the anal fin, the 

ventral fins flare out during maneuvering but participate little in straight line swimming. 

Similarly, the pectoral fins are used in maneuvering and are generally kept flush to the body 

in straight line motion. The region of narrow necking immediately anterior to the caudal 

fin is referred to as the caudal peduncle. 

Several fish were used with varying lengths between 5 and 10 cm. The maximum span 

of the caudal fin was approximately 23 percent of the body length. Whenever possible, data 

will be presented normalized with respect to fish body length, hereafter denoted as I. We 

found the Danios well suited to our experiments since they are steady, fast swimmers and 

hardy with respect to handling. 
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Figure 3-2: Photographic sequence of Pearl Danio swimming visualized with milk layer 
against a black background, adapted from Rosen (1959), Figure 13, Run II. Approximately 
half a tailbeat cycle is shown, in 0.01 second increments 

■caudal tin  /-dorsal fin 

anal fin 
pectoral hns 

ventral fins 

Figure 3-3: Giant Danio morphology 
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Our first experiments were in a shallow tank, similar to Rosen's tank but wider. Rosen's 

tank was roughly one fish body length in width whereas ours is approximately two body 

lengths (15 cm) wide. The first issue to resolve with respect to Rosen's results was whether 

the side walls of his tank compressed the observed wake. The wall effect is significant as 

walls increase the stability of the wake while compressing the vortex street   [116]. 

Instead of duplicating Rosen's milk layer technique, we chose to use a weak solution 

of Kalliroscopic fluid and water. Kalliroscopic fluid (K-fluid) is a commercially available 

product consisting of organically derived guanine flakes. The flakes are highly reflective, 

anisotropic and very small, 6 x 30 x 0.07 /im. A blue aqueous dye added to the solution 

improves contrast. The K-fluid solution is opaque which allows visualizations only at the 

free surface. 

K-fluid visualizations have been used by a number of experimenters [40, 67] and have 

been compared favorably with laser doppler velocimetry. Sava§ [104] showed using stochastic 

methods that the particles align with the stream surfaces in the flow, producing a color 

change against the still background which can be imaged. The technique is suitable only 

for large scale flows with large shear perturbations. The method is appropriate for our 

experiments since they involve large scale vortical structures against a still background. 

The opacity of the K-fluid limited the water depth to 2.54 cm so that the fish body 

could be seen. The pH was adjusted to neutral and the temperature ranged between 24° 

and 29° C. Bright flood lights were used to heat and smooth the free surface of any visible 

convection cells. The fish was confined in a holding area at one end of the tank until the 

imaging area was settled. A gate was removed and the fish was free to swim across the 

camera field of view through another gate into another holding area. The fish responded 

well to the K-fluid solution, but were agitated in shallow depths. 

The flow patterns were imaged with a Kodak EKTAPRO Hi-Spec Motion Analyzer 

on loan from the Edgerton Center at the Massachusetts Institute of Technology. Images 

were acquired at 1000 frames per second into a cyclic buffer with 2400 frames of storage. 

The resulting images had resolution of 192 x 239 pixels with 256 levels of gray. The video 

was then replayed at slower rates to a VHS recorder. The VHS tape was then digitized 

to 768 x 480 pixels using an EPIX 4MEG-video board in a 486 PC. The images were 

interrogated manually with a cursor to measure flow features. 

Figure 3-4 shows two separate video frames, roughly one quarter of the tailbeat cycle 
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Figure 3-4: K-fluid visualization of straight swimming fish. Frames are approximately \ 
cycle (0.038 seconds) apart. Fish direction is shown with a black line, vortices with white 
arrows. The fish nose is near the lower right hand corner in each frame. 

apart. The still photographs show the sinuous trajectory of the tail clearly because of the 

strong shear layer. Less apparent in the still photographs is the array of alternating vortices 

near the centerline of the fish motion, indicated with white arrows. The wake width, i.e., the 

lateral distance between vortex centers is roughly 15 percent of the tail double amplitude or 

5 percent of the fish body length. In this sequence, the fish is moving at 5.5 |, the tailbeat 

frequency is 7.1 Hz and the double amplitude of the tail motion is 0.25 £, averaged over 

one and a half cycles. The nominal Strouhal number for this motion is 0.33 which is in the 

optimal range predicted by Triantafyllou et al. [118]. 

The downstream wake agrees qualitatively with the results of Rosen. There is an alter- 

nating array of vortices, producing a weak jet in our case instead of neutral wake. However, 

no free vorticity along the body was observed. The experiment was repeated several times 

in an attempt to visualize near body vorticity. None was found, despite very shallow fluid 

depths. This leaves us to conclude that free vorticity does not exist near the body or that 

the existing vorticity is so weak that K-fluid cannot resolve the feature. 

In addition to the milk layer experiments, Rosen performed a dye wake visualization by 

dipping the fish in blue dye and dropping it quickly into the tank. A wake pattern was left 

when the fish swam through clean water. There was no indication of a separated vortex near 

the body as in the milk layer experiments. This confirms that the phenomenon observed in 

the milk experiments is not free vorticity as initially concluded. If a drag vortex sheds from 

the body, it would carry dye with it and appear in the dye visualization.  We will discuss 
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this phenomenon further in the following section. 

Direct comparisons between our result and Rosen's must be made cautiously. Rosen's 

Danio swam much faster than ours, 14.8 ~s compared to our observed 5.5 -. The average 

Strouhal number for Rosen's runs was 0.74, which differs from the optimal value significantly. 

In addition, we cannot rule out the fact that a fish may not always swim optimally, especially 

in times of stress. Ideally, we would like the fish to swim as naturally as possible. 

3.4     Shallow water DPIV experiments on straight swimming 

fish 

The success of the K-fluid visualizations encouraged us to proceed to DPIV to quantita- 

tively measure the flow around a swimming fish. The first set of experiments were done 

in shallow water (2.54 cm) in the same tank as the K-fluid visualizations. The laser light 

sheet was oriented horizontally in the midplane so that it hit the fish near the vertical plane 

of symmetry. The laser light sheet was approximately 3 mm thick. The water was reverse 

osmosis filtered, adjusted to neutral pH and 24°C and seeded with 40-60 ßm diameter, 

neutrally buoyant, fluorescent polymer spheres. The fish showed no adverse effects to the 

particles or laser light. 

The flow around the fish was imaged from above through the free surface with a Texas 

Instruments MULTICAM MC-1134P high resolution black and white CCD video camera. 

As before, the fish was confined to one end of the tank until the tank was settled, then 

allowed to swim into the camera field of view. In all of the runs the tank width was 15 cm, 

although the camera view varies. Blockage effects due to the side walls are expected to be 

insignificant as the tank width is much greater that the fish body width. 

Figure 3-5 shows the digitized trajectory of the fish for the shallow experiment. The 

fish travelled in a straight line away from the tank wall located at Y = 15 cm. Figures 3-6 

through 3-17 show the velocity and vorticity results for this case for approximately one cycle 

of the body motion. In these figures, the laser light sheet illuminated the fish from above 

which cast a shadow on the lower side of the fish. Due to the extremely shallow water, the 

velocity field has high divergence and many outliers. The velocity data are filtered using the 

methods described in Chapter 2 with minimal success. Persistent outliers due to the strong 

three dimensional flow could not be removed with the standard post processing techniques. 
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Figure 3-5: Trajectory of straight swimming fish. The 'o' and 'x' marks indicate head and 
tail motions respectively. The flow around the fish is presented in the following figures 
for the body positions shown with a curved line, roughly one cycle. The vertical scale is 
enlarged to show the tail path more clearly. 

The wake flow features are better revealed in the vorticity contours since by the nature 

of the calculation, the high spatial frequencies in the data are attenuated. The fish body 

image is overlaid in the following figures exactly as it appears in the first frame of each 

image pair. 

In Figures 3-6 and 3-7, the fish is shown beginning the cycle with the tail near the 

maximum upward excursion. Data near the body and in the shadow of the body have 

been removed as described in Chapter 2. Prior to this instant, the fish swam from right 

to left, upwards towards the wall. The wake from previous swimming cycles persists along 

this trajectory. The velocity data show a weak jet and concentrated regions of vorticity 

which are well defined in the vorticity contours shown in Figure 3-7. Dark contours indicate 

negative (clockwise) vorticity whereas light contours indicate positive (counterclockwise) 

vorticity. The wake vorticity is arranged in a staggered array of counter-rotating vortices 

whose combined effect produces a net jet along the centerline of the array. 

46 



1b 

14 

13 

12 

11 

10 

9 

 T 1  I     I     I     1 (              1 1      ' I               I               !   "■ -| 1 I   "T 

.  ■• —'VtfH; ; .      _ 
■  .   .  -  - , .. .. ' > A A T ^.^_^^ % % ^ ^ *  » 

it  .. 
i f  —, 
fir. 
t   r   i   * 
lit. 

1- 

F 
Ü 

1 

> 

■ 

'   ' 

t = o 

5 

X 

10 

(cm) 
15 

Figure 3-6: Velocity field in the wake of a swimming fish in shallow water. The tail is near 
the position of maximum vertical excursion. 
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Figure 3-7: Vorticity field in the wake of a swimming fish in shallow water.  Contours are 
from -10.0 (black) to 10.0 s_1 (white) in 1.0 s_1 increments. 
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In Figures 3-8 and 3-9, the tail begins to move downward forming a positive vortex in 

the vicinity of the tail. The flow is consistent with that of a rigid foil moving downwards 

which generates counterclockwise (positive) vorticity at the trailing edge. The vorticity 

contours however, do not show this newborn vorticity yet because it is too near the body to 

be realized accurately. This vorticity first appears as a distinct vortex in Figure 3-11 once 

it has convected sufficiently away from the near body region to be resolved by our method. 

Figure 3-12 and 3-13 show the tail at its maximum downward position poised to move 

upwards. Similar to the downstroke, oppositely signed vorticity is generated at the trailing 

edge, and as before does not appear in the vorticity contours until Figure 3-15 when the 

vorticity is farther away from the body. In Figure 3-16 and 3-17, the swimming cycle is 

back at the starting position. 

3.4.1    Discussion 

The shallow water experiment confirms the fundamental aspects of straight line fish swimming 

In each swimming cycle, two vortices are formed which combine in the wake to form a net 

jet. Careful examination of the raw video data near the body (not shown in the presented 

results) indicate that no free vorticity forms along the body which confirms our earlier 

result. 

However, the undulating body does contribute to longitudinal (streamwise) variations in 

the outer flow. Figures 3-14 and 3-16 clearly show velocity vectors pointed both upstream 

and downstream which converge in a region pointed towards the fish mid-body. Figure 3- 

18 schematically summarizes the flow near the body and vortex generation in the wake. 

The near-body flow is related to the movement of a travelling wave along the fish. This 

is contrary to Lighthill's elongated body theory [64] which assumes that at a given cross- 

section, fluid particles in the vicinity of the body move primarily laterally (towards or away 

from the fish surface in a normal direction) or vertically. Here, we see significant longitudinal 

motion induced by bound vorticity which follows the crests and troughs of the travelling 

wave. 

Several authors have completed detailed cinematographic studies of the kinematics of 

fish swimming (Videler and Hess [122] for example) and have observed that in carangiform 

and thunniform swimming modes, a travelling wave of increasing amplitude moves along 

the body from the head towards the tail, displacing each longitudinal section.  Often, this 
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Figure 3-8: Velocity field in the wake of a swimming fish in shallow water. 
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Figure 3-9: Vorticity field in the wake of a swimming fish in shallow water.  Contours are 
from -10.0 to 10.0 s_1 in 1.0 s_1 increments. 
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Figure 3-10: Velocity field in the wake of a swimming fish in shallow water. 
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Figure 3-11: Vorticity field in the wake of a swimming fish in shallow water. Contours are 
from -10.0 to 10.0 s_1 in 1.0 s_1 increments. 
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Figure 3-12: Velocity field in the wake of a swimming fish in shallow water. 
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Figure 3-13: Vorticity field in the wake of a swimming fish in shallow water. Contours are 
from -10.0 to 10.0 s_1 in 1.0 s_1 increments. 
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Figure 3-14: Velocity field in the wake of a swimming fish in shallow water. 
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Figure 3-15: Vorticity field in the wake of a swimming fish in shallow water. Contours are 
from -10.0 to 10.0 s_1 in 1.0 s_1 increments. 
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Figure 3-16: Velocity field in the wake of a swimming fish in shallow water. 
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Figure 3-17: Vorticity field in the wake of a swimming fish in shallow water. Contours are 
from -10.0 to 10.0 s_1 in 1.0 s~a increments. 
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0 C 

Figure 3-18: Summary of observed flow around a straight swimming fish, (a) starting 
position with tail up, (b) downward kick begins shedding of vortex at tail, (c) newly formed 
vortex leaves tail near center of stroke, (d) begin of upstroke starts shedding new vortex at 
tail. First sign of body wave effect at mid-body, (e) new vortex shed from tail while body 
wave effect moves posteriorly with amplification, (f) body wave effect concentrates at tail, 
oriented such that subsequent downstroke will contribute towards tail vortex generation. 
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travelling wave is not readily apparent by eye. In anguilliform swimming, the travelling 

wave has large, relatively constant amplitude. Gray [42] introduced the notion that fluid 

particles in the vicinity of the crests and troughs of the propulsive wave follow curved 

trajectories. Figure 3-19 shows a flow visualization of a swimming eel in which at least one 

wavelength of the travelling wave can be seen. Flakes on the water surface reveal distinct 

vortices arranged in a jet wake as well as a circular region of fluid which slightly lags the 

crests of the body-wave. 

We demonstrate the mechanism by which this type of flow originates with a simple 

example of a travelling wave along a fluid boundary: a linear gravity wave in an ideal fluid. 

If the elevation of the free surface is given by 

T](x,t) = A cos(kx -cjt) (3.2) 

where A is the wave amplitude, x is the spatial coordinate positive in the direction of wave 

propagation, k is the wave number, u is the frequency and t is time. The potential function 

for this flow in deep water is given by Newman [79] as 

<j){x, y, t) = —ekysin(kx - ut) (3.3) 

where y is the spatial coordinate positive upwards with the origin at the undisturbed free 

surface. Equation (3.3) uses the deep water dispersion relation, u>2 = gk, where g is gravity. 

The horizontal and vertical velocity components are then given by 

u = -^ = u>Aekycos(kx - ut) (3.4) 

v = ~- = uAekysin(kx - ut) (3.5) 

These equations indicate that the fluid particles move in circular orbits with diminishing 

orbit radius far away from the free surface. Now, if we superpose a second plane wave on 

top of the original wave moving in the opposite direction, we obtain the potential of the 

flow field near a zero thickness, undulating boundary in an inviscid, irrotational fluid. 

This flow field is plotted in Figure 3-20 for a wave travelling from left to right. Curved 

streamlines form in the crests and troughs of the wave which would resemble discrete vortices 
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in the absence of the body. This contrived example illustrates the bound vorticity associated 

with an undulating thin boundary. Outside of the boundary layer, the flow is completely 

irrotational. At the crests and troughs of the wave, the horizontal velocity above and below 

the boundary is oppositely signed (§^ / 0) which indicates that vorticity is bound to the 

interface at these locations. Presumably, if the boundary is instantaneously removed, the 

two regions would join, and under the action of viscosity become distinct free vortices. This 

is precisely the mechanism used by a swimming fish. As the undulation wave passes along 

the body, bound vorticity progresses towards the trailing edge forming distinct vortices 

which are amplified by shedding at the tail trailing edge. 

Experiments done by Taneda and Tomonari [115] on the flow near a waving plate show 

exactly the same result. Figure 3-21 shows that fluid particles in the troughs and crests of 

the travelling wave, move along curved paths, in counterclockwise and clockwise directions 

respectively, for a wave moving from left to right. With the addition of streamwise velocity, 

the flow cell structure depends on the ratio of the wave speed c to the free stream velocity 

U. When fj < 1, the cells separate into free vortices located in the troughs of the waves. 

For fj > 1 (the general case for fish swimming), the particle trajectories flatten, losing their 

circular shape. The wave crests and troughs have little effect on the streamlines away from 

the boundary. 

3.5     Deep water DPIV experiments on straight swimming 

fish 

The success of the shallow water experiments encouraged us to proceed to deeper water to 

verify the observed flow, both in the wake and the travelling wave effect near the body. The 

objectives of this experiment were to ensure that bottom effects do not amplify or distort 

the observed wake. 

Deep water presents us with some difficulty in confining the fish to swim in the horizontal 

DPIV image plane. The goal was to confine the fish, yet permit the fluid to move freely 

through the constraint. Another important consideration is that the optical path to the 

camera must be relatively free of obstruction. 

First, we "sandwiched" the fish into the DPIV plane with two wire meshes. A steel mesh 

constructed out of 2 mm diameter wire with 2.5 cm openings provided the necessary rigid 
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Figure 3-19: Flow around and in the wake of small (16 cm long) eel from Gray (1968). 

Figure 3-20: Flow near a travelling wave moving from left to right. 
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Figure 3-21:  Visualization of flow near a travelling wave in still fluid from Taneda and 
Tomonari (1974). 

structure. The mesh was covered with extremely fine nylon netting which confined the fish, 

yet was virtually invisible to the camera. The entire apparatus was painted matte black 

and placed at the mid-depth of a 28 cm deep tank. The opening between the sandwich 

planes was 3.6 cm and they occupied an area roughly 30 x 25 cm. 

Although the fish responded well to the deep water apparatus, the mesh in the cam- 

era view precluded the use of DPIV processing. However, some wake structure data was 

obtained by analyzing the video record manually. Consequently, the deep water sandwich 

experiments were abandoned for a semi-deep approach. 

The apparatus was modified to confine the fish between a bottom mesh and the free 

surface instead of a top mesh. The thickness of the layer was roughly 3 cm. The area of 

the layer was increased to 51 x 25 cm and the depth was kept at 28 cm. 

3.5.1     Results and discussion 

Figures 3-22 through 3-31 show the velocity and vorticity results for the semi-deep case. 

Again, one complete propulsion cycle is shown, this time with the tail beginning in the max- 

imum downward position. Unlike in the shallow water experiments, the fish swam directly 

away from the laser light which, to our good fortune, cast a shadow directly upstream of 

the fish only. Hence, we were able to collect data from both sides of the fish simultaneously. 

The semi-deep water greatly improved the quality of the results by reducing the divergence. 

At the start of the swimming cycle in Figure 3-22, the fish tail is in the maximum 
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downward position. A clockwise vortex is forming with its center near the tip of the tail 

as a result of bound vorticity associated with the body undulation. The vortex is already 

well formed although at this point the tail has not begun its upward motion. Subsequent 

upward tail motion will contribute same-signed vorticity to this vortex. Immediately below 

the fish and slightly anterior to the tail, the flow follows the upward velocity of the body. 

Slightly upstream of this position at approximately the mid-body of the fish, longitudinal 

flow towards the tail marks the formation of the next counterclockwise vortex. 

In Figure 3-24, the tail has moved upward and the new clockwise vortex is now clearly 

visible in the wake. The region of longitudinal flow has moved rearward and upward with 

the tail motion. In Figure 3-26, the tail is in its maximum position ready to begin the 

downstroke. The flow on the upper side of the fish follows the body motion downward which 

defines the circular flow that is to become the next counterclockwise vortex. Figure 3-28 

shows this new vortex in the wake as well as the next clockwise vortex forming along the 

body. In Figure 3-30, the cycle concludes with the tail in the maximum downward position 

and the next clockwise vortex positioned at the tail tip, ready to be shed on the upstroke. 

Figure 3-32 shows the flow in Figure 3-28 magnified in the tail region. This particular 

instant clearly shows the formation of clockwise flow that is to become the next wake vortex. 

The entire sequence and flow structure are illustrated in Figure 3-33. The passage of the 

wave along the body is marked by longitudinal flow on both sides of the fish in the same 

sense as our wave example (Figure 3-20). The wave induced flow on each side is most 

pronounced when the body is fully extended to the opposite side (in a trough viewed from 

each side rather than a crest). This effect is apparent in Taneda and Tomonari's experiment 

(Figure 3-21) and our simple wave example (Figure 3-20). 

Flow properties of the semi-deep case were quantified by averaging over one swimming 

cycle. The maximum wake velocity along the wake centerline was computed by averaging 

the streamwise velocity at several locations over one wavelength downstream, at one instant 

in time. The maximum wake velocity was 0.88 U where U is the fish swimming speed, 1.1 

body lengths per second. In the regions near the body where the undulation wave has the 

most effect, the maximum longitudinal (streamwise) velocity component was approximately 

0.14 U and the maximum transverse velocity (towards or away from the body in the normal 

direction) was approximately 0.39 U. The circulation of the wake vortices was calculated by 

integrating along circular contours around several wake vortices using equation (2.5). The 
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Figure 3-22: Velocity field in the wake of a swimming fish, semi-deep water. 
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Figure 3-23: Vorticity field in the wake of a swimming fish, semi-deep water. Contours are 
from -10.0 to 10.0 s_1 in increments of 1.0 s-1. 
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Figure 3-24: Velocity field in the wake of a swimming fish, semi-deep water. 
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Figure 3-25: Vorticity field in the wake of a swimming fish, semi-deep water. Contours are 
from -10.0 to 10.0 s_1 in increments of 1.0 s_1. 
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Figure 3-26: Velocity field in the wake of a swimming fish, semi-deep water. 
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Figure 3-27: Vorticity field in the wake of a swimming fish, semi-deep water. Contours are 
from -10.0 to 10.0 s_1 in increments of 1.0 s_1. 
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Figure 3-28: Velocity field in the wake of a swimming fish, semi-deep water. 
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Figure 3-29: Vorticity field in the wake of a swimming fish, semi-deep water. Contours are 
from -10.0 to 10.0 s_1 in increments of 1.0 s-1. 
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Figure 3-30: Velocity field in the wake of a swimming fish, semi-deep water. 
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Figure 3-31: Vorticity field in the wake of a swimming fish, semi-deep water. Contours are 
from -10.0 to 10.0 s_1 in increments of 1.0 s_1. 
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Figure 3-32: Magnification of velocity field near body in Figure 3-28 

average circulation was jfj = 0.3 with core radius R0 « 0.11. 

Three-dimensional effects are assessed by computing the normal strain.   The normal 

strain perpendicular to the DPIV plane is 

w. 
dw 'du     dv 

Kdx     dy 
(3.6) 

where w is the out of plane velocity component. Highly divergent flow is indicated by 

j*- ~> 1 where £2 is the out of plane vorticity as defined in equation (2.4). In the semi- 

deep fish swimming wake, typical values of T
2
- are between one and five, indicating a strong 

velocity gradient in the third dimension. Along the body, typical values are much lower, 0.4 

to 0.6, and are highest in the regions where the flow is perpendicular to the body. These 

values of normal strain are similar in magnitude to the spanwise normal strain that we 

observe in Chapter 4 in the wake of a 2-D flapping foil. By comparison, the shallow water 

fish swimming experiments produced normal strains in excess of ten times the vorticity 

magnitude. Significant normal strain does not preclude the use of DPIV as long as the 

correlation peaks are well defined. In our fish experiments, removal of the near wall (below 

the fish) greatly improved the quality of our correlation peaks by reducing the distortion 

of the flow due to the wall. Hence, the data have fewer outliers and the wake features are 

more clearly revealed. 
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Figure 3-33: Summary of flow around a straight swimming fish in semi-deep water. A full 
oscillation cycle is shown corresponding to the velocity fields in Figures 3-22 through 3-30. 
The body-wave effect of Figure 3-18 is seen on both sides of the fish beginning near the fish 
mid-body. 
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case A 
I / U St h sth 

(Hz) (!) 
AL 
u u 

K-fluid 0.25 7.1 5.5 0.33 0.28* 0.36* 
shallow 1 0.11 2.7 0.66 0.42 0.06 0.25 
shallow II 0.12 3.3 0.88 0.46 0.09 0.34 
semi-deep 0.16 3.3 1.1 0.47 0.15 0.44 

deep 0.21 6.2 2.3 0.55 0.22* 0.59* 

Table 3.1: Summary of fish wake parameters. A is the tail double amplitude measured 
to the tail tip, / is the tailbeat frequency and U is the fish speed. The last column is 
the adjusted Strouhal number based on wake width h rather than tail excursion. Values 
indicated with an asterisk are estimated. 

3.6     Kinematic analysis 

In this section we address the kinematics of the fish and the wake structure. Table 3.1 

summarizes the measured wake parameters for all of the straight swimming fish experiments. 

The highest tail amplitude, frequency and speed were observed in the K-fluid visualizations. 

The Strouhal number for this motion was estimated to be near optimal at 0.33. In the 

DPIV experiments, the fish exhibited varied behavior with tail amplitudes between 0.11 

and 0.21 I and frequencies up to 6.2 Hz. Consequently, the Strouhal number shows some 

variability. Typical relative errors in the analysis of the fish and wake kinematics are 25% 

for the tail amplitude measurement, 15% for the frequency measurement, 5% for the speed 

measurement and up to 30% for the Strouhal number calculation. Much of the error is 

due to the fact that the fish does not always swim with constant tailbeat amplitude or 

frequency rather than measurement error. The values in Table 3.1 are averages of data 

with significant standard deviations from the mean. Considerable improvement could be 

made in these measurements by acquiring more data to improve the statistical sample. 

The wake Strouhal numbers {Sth) clearly support the conclusions of Triantafyllou el 

al. [118]. Although our kinematic measurements are approximate, most of the Strouhal 

numbers are inside the predicted optimal range of 0.25 < St < 0.4. 
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3.7 Summary of straight swimming 

Figure 3-34 (a) summarizes the flow observed in our DPIV experiments in the horizontal 

plane. Along the fish, bound vortices induce longitudinal and lateral flow near the crests 

and troughs of the propulsive body-wave. The vorticity in these regions is negligible which 

indicates that the flow is nearly irrotational. These regions move posteriorly to the tail 

where they are shed into the wake. Prior to interacting with the tail, the flow is organized 

into a nearly circular flow which has the same rotation as a vortex that would be produced by 

subsequent tail motion. Hence, the phase of the undulating wave and caudal movements are 

matched such that the body-wave aids prepares the formation of discrete wake vortices. Our 

observations support the conclusion that the formation of discrete vorticity is fundamental 

to the propulsion process, contradicting the notion that near-wake vortex formation is 

undesirable. 

In Figure 3-34 (a), the caudal fin is shown at its maximum excursion on the right side 

of the fish. In subsequent motion, the tail sweeps to the left side, amplifying the already 

forming vortex at the tail tip. In Figure 3-34 (b), heavy lines show a simplified model 

of the vortex structure along the fish and in the wake. The model is simplistic in that 

bound vortices along the body and wake vortices are drawn as single filaments. The actual 

vorticity would be better represented by a lattice of vortex filaments along the body and 

in the wake. The vortices are connected by streamwise filaments (tip vortices) in the usual 

sense. 

3.8 DPIV experiments on maneuvering fish 

One of the most exciting topics in fish swimming hydrodynamics is the fast-start/maneuvering 

capability of fish. Most fish can turn 180° on a radius considerably less than their body 

length whereas man-made underwater vehicles require several lengths to execute a 90° turn. 

Fishes do not need to be moving in order to turn, nor do they use their tail as a rudder. 

During fast-starts and maneuvers, the fish body contorts dramatically and recoils so quickly 

that high speed cinematography is usually required to capture the details of the motion. 

Previous work in this area is limited to kinematics and study of musculature employed 

in the vigorous large amplitude body movements. Gray [41] studied the turning kine- 

matics of whiting and goldfish, in particular, pectoral fin usage and musculature cycles. 
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Figure 3-34: Three-dimensional flow structure around a straight swimming fish, (a) velocity 
field in horizontal planes, (b) vorticity structure. 

Weihs [132] demonstrated that fast-start kinematic patterns are divisible into three stages: 

(i) a preparatory stroke, (ii) a main propulsive stroke and (iii) a variable third stage such 

as normal swimming or coasting. Maximum acceleration is achieved in the preparatory and 

main propulsive stroke. During these types of maneuvers, the median fins (dorsal and ven- 

tral) are usually fully erected, presumably to increase the lateral cross section to maximize 

the inertial forces. 

Webb [129, 130] studied the fast-start performance of several species of teleosts and the 

relation to morphology. Very high accelerations up to four times gravity were measured 

during the fast-start main propulsive stroke. Weihs [132] measured the acceleration of pike 

to be 50 p-. Webb found little variation in fast-start kinematics between species; rather, 

observed differences were correlated to the fish size. 

The conventional understanding of fast-starts and maneuvers is that fluid inertia is the 

dominant factor. The kinematics associated with high average thrust at low average energy 

loss is the case in which the rear part of the body moves at high speeds, perpendicularly 

to the intended motion of the fish while oriented with a small angle of attack. Large body 

depth away from the center of mass where the body movements are maximum is regarded 

as optimal. For example, known fast predators such as barracudas and pikes have relatively 

wide flat bodies and large posterior median fins. 
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Recent studies by Harper and Blake [46] on the rainbow trout and northern pike confirm 

that fast-start performance is related to body form, with the pike far superior to the trout 

due to its deepened posterior body section. Harper and Blake measured acceleration directly 

(in excess of twelve times gravity) by implanting tiny accelerometers subcutaneously near 

the fish center of mass as well as inferring acceleration from cinematographic methods. 

They observed the traditional "L" shape (also referred to as a "C" shape) and a "S" shape 

preparatory strokes. 

We were fortunate to capture a vigorous Danio maneuver with DPIV during the shallow 

water experiments described in section 3.4. Figure 3-35 shows the trajectory of the turning 

fish during this segment. The fish begins the maneuver coasting downwards, then suddenly 

contorts its body into a tight curve and recoils to resume straight line swimming in a 

direction 105° towards the right from the starting direction. 

The DPIV results for this maneuver are shown in Figures 3-36 through 3-42. The 

region immediately below the fish is in the shadow of the fish so these data are removed. 

Before arriving at the position shown in Figure 3-36, the fish completed a turn originating 

in the upper left corner of Figure 3-36. Residual vorticity from these movements remains 

above and to the left of the fish. In Figure 3-37, the fish begins to bend, moving its head 

towards the new swimming direction with the tail moving in the opposite sense, forming 

the characteristic "L" shape. The fluid follows the body curvature, moving directly towards 

and away from the fish at the point of maximum curvature at the fish mid-body. 

In Figure 3-39, we see the flow organize into two circular flows, one centered at the tail 

and one near the head. In Figure 3-40, the tail begins to move towards the right, shedding 

the already formed counter-clockwise vortex. At this instant, the effect of bound vorticity 

near the head is obscured due to an unfortunate body reflection. The next several frames are 

not presented due to body reflections which obscure a large portion of the flow. However, 

careful analysis of the video record shows that during the downstroke of the tail (the main 

propulsive stroke), the counterclockwise vortex sheds into the wake. During the upstroke, 

the clockwise vortex initially associated with the head region, moves posteriorly and sheds. 

The net result is shown in Figure 3-41: a vortex pair which forms a jet directed slightly 

downward and to the right. Figure 3-42 shows the vorticity contours at this instant. The 

entire turning sequence, from a coasting position to steady swimming 105° from the starting 

position takes only half a second. As in our straight swimming measurements, the vorticity 
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Figure 3-35: Trajectory of maneuvering fish. The V and V marks indicate head and tail 
motions respectively and the curves represent a few of the body positions. The starting 
position is vertical with the head pointing downwards. The fish contorts its body into a 
tight curve, then recoils to resume straight swimming. 

is negligible in the regions of induced flow near the body until it is shed into the wake. 

Figure 3-43 schematically summarizes the body movement and subsequent fluid motion. 

After completing the turn, the fish begins to swim steadily at U = 1.5 -. The vortices 

comprising the jet have average nondimensional circulation f* = ^j = 0.43 which is 42% 

greater than the typical wake vortex strength for steady swimming. The core radius of 

the jet vortices is more than double that of those produced in straight swimming. The 

jet is 0.34 £ wide, with maximum jet velocity of Uj « U oriented 105° to the left of the 

initial starting position as seen by the fish. Interestingly, the fish velocity after the turn is 

roughly the same as the jet velocity. Also, the direction of the jet appears to balance the 

direction of the fish in a horizontal momentum balance. As with the previous shallow water 

results, three-dimensional effects are not insignificant. The vigorous motion and shallow 

depth combine to disrupt our results. Unfortunately, this experiment could not be repeated 

in deep water due to the uncooperative nature of the fish. 
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Figure 3-36: Velocity field in the wake of a turning fish, starting position. 
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Figure 3-37: Velocity field in the wake of a turning fish. 
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Figure 3-38: Velocity field in the wake of a turning fish. 
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Figure 3-39: Velocity field in the wake of a turning fish. 
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Figure 3-40: Velocity field in the wake of a turning fish. 
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Figure 3-41: Velocity field in the wake of a turning fish. 
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Figure 3-42: Vorticity field in the wake of a turning fish.  Contours are from -20.0 (black) 
to 20.0 s_1 (white) in increments of 1.0 s_1. 
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(a) 

Figure 3-43: Flow structure around a turning fish. The fish starts the maneuver vertically 
(a), then bends into a tight curve (b)-(e). The arrows schematically represent body bending 
and subsequent fluid motion. As the body bends, the rotating cell of fluid moves posteriorly. 
In (e), it is poised to be reinforced with the tail motion. In (f), the fish resumes straight 
swimming, leaving a two vortex jet wake. 

3.9    The vertical plane: Three-dimensional effects 

The vertical plane perpendicular to both the fish body axis and the direction of motion was 

studied to ascertain the flow in the third dimension. LighthhTs [64] elongated-body theory 

predicts that most of the fluid motion relevant to propulsion lies in this plane. Using the 

deep water apparatus, the DPIV image plane was oriented vertically along the short axis 

of the tank near the middle of the tank. The fish was allowed to swim freely in deep water 

and when the fish pierced the plane, the flow was revealed. 

It was difficult to confine the fish to swim through the light sheet at a prescribed time 

and phase in the swimming cycle. Also, the fish tended to turn sharply when first entering 

the laser sheet perhaps due to distress when the light sheet was directly on the eyes. Hence, 

we acquired several excellent vertical plane images for turning maneuvers but few successful 

passes for normal straight swimming. 

Our observations and conclusions in the transverse (vertical) plane are best described 

qualitatively. During normal straight swimming and coasting through the DPIV image 

plane, little fluid motion in the vertical plane was observed. Tip vortices shed from extended 

pectoral fins and the tail during swimming motions were clearly visible. However, significant 

flow in the elongated body theory sense was not observed for normal straight swimming. 

However, when the fish turns abruptly, separated flow in the peduncular region is clearly 

visible.  As the peduncle begins to recoil during the main propulsive stroke, vortex sheets 
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shed from both the dorsal and ventral edges of the fish. These vortex sheets are of the 

same sign such that they connect in the correct sense to the bound vorticity present in the 

bent body. This indicates that the vortex pair that makes up the jet wake is actually a 

vortex ring formed by the vigorous body movements. Peduncular shedding contradicts the 

assumption by Weihs [131] based on kinematic observations that the angle of attack is low 

during the main propulsive stroke. Shedding over the peduncular region is a mechanism for 

transferring momentum quickly to the wake in the form of a single vortex ring. 

3.10    Conclusions and recommendations for further research 

In this chapter, we have fulfilled the dreams of many hydrodynamicists fascinated by the 

propulsive capabilities of swimming fish. Using DPIV, we made quantitative measurements 

of the flow around straight swimming and maneuvering fish. As expected, the wake arranges 

into a reverse Karmän vortex street jet. The vortices persist in the wake for at least one fish 

length behind the tail. The undulation of the fish body significantly affects the development 

of the wake vortices, beginning at approximately the fish mid-body. The propulsive wave 

travelling along the body and the associated bound vortices induce the flow near the body 

to organize into cells destined to become vortices upon arrival at the tail. The formation of 

a staggered array of alternating vortices at the optimal Strouhal frequency appears to be a 

fundamental mechanism in the formation of thrust in straight swimming fish. 

The body-wave motion has significantly more effect during turning maneuvers. Dramatic 

bending of the body and accompanying fluid motion are the basis for the formation of two 

vortices arranged in a jet. Measurements in the vertical plane revealed that during turning, 

these vortices are actually part of a vortex ring. Contrary to the accepted notion that in 

turning the body maintains a low angle of attack, dorso-ventral separation in the peduncular 

region was found to be significant in vigorous maneuvers. 

Clearly, there are many improvements that can be made to the experiments executed in 

this chapter. The most significant difficulty was encouraging the fish to swim straight, away 

from the laser light source and in the view of the camera. A significant improvement to the 

method would be to place the fish in a water tunnel to utilize fishes natural rheotropism, 

that is, the alignment of swimming direction with the flow. By confining the fish in such 

a tunnel,  a variety of speeds and both horizontal and vertical planes could be studied 
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systematically. This technique has already been applied in fish physiology studies by many 

authors, recently by Dewar and Graham [27] with tunas and Rome [95] with scup. 

In addition, much exciting research remains to be done in understanding the relationship 

between morphological features and the body-wave effect. For instance, tunas have many 

tiny hinged finlets in the caudal peduncle area which certainly affect the flow in this region. 

It would be interesting to study features such as these and how they relate to propulsion 

and maneuverability. 

Also, time and patience did not permit further study of fast-start and maneuvering 

hydrodynamics. In future experiments, external stimulus of the fish to turn would signifi- 

cantly improve the experimental method. We feel that we have only scratched the surface 

of the processes of starting and turning. Much exciting research remains to be done using 

currently available multipoint flow measurement techniques. It would be beneficial for en- 

gineers to work closely with biologists who are expert in the handling and behavior of their 

subjects. 
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Chapter 4 

Experiments in flapping foil propulsion 

4.1     Introduction 

In this chapter, we use DPIV to experimentally study harmonically oscillated, translating 

foils. Our goal is to investigate the wake structure and evolution as a function of the foil 

kinematics. Little is known about the unsteady effects associated with oscillating foils with 

regards to thrust efficiency and wake structure. The structure of the shed vorticity and the 

stability of the shear layer are fundamentally linked to the foil motion. Hence, a systematic 

study of the phenomenon is a substantial undertaking. 

Many researchers in the field of aeronautics have looked at translating oscillating foil 

problems in pure heaving motion (plunge), pure pitching and combinations of both motions. 

The motivations for unsteady foil research are numerous: 

• Aircraft performance in plunge and pitching maneuvers, flutter and stability, basic 
understanding of oscillatory wakes 

• Dynamic stall inception prediction and control for application on high performance 
aircraft, i.e., supermaneuverability 

• Blade-vortex interaction (BVI) for noise prevention in rotorcraft 

• Interaction and decay of vortex wakes to minimize hazards to aircraft 

• Understanding propulsion of birds, insects and fish 

• Propulsion for ships, energy recovery from waves or other unsteady inflow 

• Study of separation and unsteady Kutta condition 
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4.2     Background 

Flapping foil propulsion has attracted the interest of many researchers in the field of aero- 

dynamics. Early studies concentrated on understanding flutter and stability for use on 

aircraft. In 1950, Bratt [17] visualized the wake of a sinusoidally pitching NACA 0015 air- 

foil with smoke in a wind tunnel up to a chord Reynolds number of 5 x 106. He observed 

that the wake has a tendency to organize into patches of discrete vorticity and that the wake 

structure depends on the oscillation frequency. Although Bratt's experiments were limited 

to small amplitude motions, he observed a variety of wake modes. At low frequencies, the 

motion generates a turbulent shear layer that follows the trajectory of the trailing edge. 

As the frequency is increased, the shear layer organizes into four vortices shed per cycle 

and then two vortices per cycle in a jet arrangement. Clearly, the wake organizes itself in 

relation to the foil kinematics. 

In the literature, the convention has been to present data with respect to the reduced 

frequency k = 11jj- = ^ where / is the oscillation frequency in Hertz, c is the chord 

length, u is the frequency in radians per second and U is the free stream velocity. The 

reduced frequency is a measure of the residence time of a particle convecting over the foil 

chord compared to the period of the motion. Katz and Weihs [54] show with an inviscid 

numerical analysis of low amplitude heaving and pitching, that a critical reduced frequency 

exists, k = 2, above which the wake rolls up into discrete vortices. Katz and Weihs' method 

is simplified in that only very low amplitude motions are allowed such that the angle of 

attack is in the linear part of the lift curve slope. Certainly, wake structure must also 

depend on other kinematic variables: the amplitude of heave, the amplitude of pitch angle, 

the angle of attack and the phasing of the motion. 

Alternatively, Triantafyllou et al. [120] demonstrate that the governing parameter for 

flapping foil wakes is not the reduced frequency, but rather, the wake Strouhal number, 

St = *jj where h is the wake width. Triantafyllou et al. show that force coefficient data 

from Koochesfahani [57] and Isshiki and Murakami [51] collapse onto a single curve with 

their own data when plotted against Strouhal number. Hence, data from the literature 

will be converted and referred to in terms of the Strouhal number, rather than the reduced 

frequency. Since the wake width is not generally known, the trailing edge excursion is 

substituted for h. 
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4.2.1    Visualizations 

Oshima and Natsume [85] and Oshima and Oshima [86] studied heaving and pitching of a 

NACA 0012 airfoil in a water tunnel at chord Reynolds number 400 to 1200 and 16,000. 

Flow visualizations and velocity measurements were made and compared to simulation using 

a discrete vortex method. A wide range of frequencies and large amplitudes of motion of 

O(c) were studied. 

For pure heaving motions, distinct vortices form for Strouhal numbers greater than 

0.08. At low frequencies, the wake resembles a Karman street along the path of the trailing 

edge. As the frequency increases, the staggered array of vortices collapses into a straight 

line, producing a formation where neither drag nor thrust is generated. At larger Strouhal 

numbers, the wake arranges into a reverse Karman street, producing a net jet. The angles 

of attack encountered in these heaving motions are well beyond the steady stall values, 

typically 40 to 50 degrees. Consequently, a piston type mode of both leading and trailing 

edge separation is evident at the higher frequencies. Unfortunately, Oshima et al. present 

little quantitative data to complement their visualizations. 

Koochesfahani [57] studied pitching of a NACA 0012 airfoil at small amplitudes around 

zero angle of attack in a water tunnel. Visualizations and wake velocity measurements were 

made over a variety of frequencies at at chord Reynolds number of 12,000. 

Koochesfahani's visualizations illustrate the myriad of wake structures possible with 

simple motions. At low frequencies, a Karmän street is left along the trajectory of the 

trailing edge. As the frequency is increased, distinct patterns emerge. At St = 0.10 based 

on trailing edge excursion, four vortices per cycle are shed, two of the same sign per half 

cycle. The structure is remarkably stable for more than 30 chord lengths downstream. 

Bratt [17] observed the same mode at St = 0.04. The difference in frequency is likely due 

to different pivot points for each. Koochesfahani pitched about the quarter chord point 

whereas Bratt's foil was pivoted at the leading edge. At St = 0.11 the wake switches to 

two vortices per cycle arranged in a reverse Karman street jet formation. As the frequency 

is increased to St = 0.14, the velocity excess in the jet profile increases without apparent 

increase in jet width. 

Koochesfahani's work also demonstrates the strong relationship between wake structure 

and kinematics of the foil. Pitch waveforms that differ from pure sinusoidal motion create 
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asymmetric wake patterns with multiple vortices shed per half cycle. Fast parts of the cycle 

create a single strong vortex whereas slow parts of the cycle generate two weaker vortices 

of the same sign. This results in complex wake structures which are not efficient jets. For 

this reason, we will limit our study to symmetric motions of the foil. 

Freymuth [32] studied the combined motions of heave and pitch of a NACA 0015 airfoil 

in a wind tunnel at chord Reynolds numbers from 5200 to 12,000. Distinct vortical jet wake 

patterns were observed in agreement with Oshima et al. [85, 86] for St = 0.34 and ^- = 0.4. 

In pure pitch motion about the quarter chord point, a strong jet formed when the maximum 

angle of attack was around 20°. Weak leading edge separation was observed to merge with 

and reinforce trailing edge vorticity. At low frequency, the wake was "sluggish" to roll up 

and was overwhelmed by the drag of the airfoil. 

In a later work, Freymuth [33] studied hover modes of insects by considering combined 

harmonic plunging and pitching motions of a foil in still air. Three different hovering modes 

were considered: "water treading" with zero average angle of attack, "degenerate figure 8 

mode" with 90° average angle of attack and an oblique mode with fixed angle of attack. 

The heave amplitude in all cases was O(c) which produced strong jet vortex wakes with 

large thrust coefficients. Leading edge separation was observed to be a dominant factor 

in the wake development. Severing of the stall vortex and subsequent amalgamation with 

trailing edge vorticity appears to be a useful mechanism for generation of high lift in hover 

modes. 

4.2.2    Dynamic stall research 

In recent decades, much research has been done on the problem of dynamic stall (lead- 

ing edge separation) of an airfoil. The dynamic stall vortex (DSV) complicates steady 

aerodynamics by creating very large forces and moments on the foil that can have either 

detrimental or beneficial effects. McCroskey [69] presents an excellent review of the problem 

of time dependent vortical wakes with emphasis on dynamic stall. 

The revolutionary Kasper wing [24] is one case where leading edge separation is con- 

sidered beneficial. A pair of trapped leading edge vortices are captured above an airfoil, 

resulting in very high lift. In this context, Saffman and Sheffield [101] and Huang and 

Chow [50] examine trapping of a free vortex by various Joukowski airfoils in steady flight. 

They demonstrate that high lift can be generated by a stationary trapped vortex over the 
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leading edge, but that the vortex is unstable, and will be convected downstream once per- 

turbed. However, a trapped free vortex in the vicinity of the trailing edge was found to 

provide stable lift many times in excess of the static lift. Thick, symmetric airfoils at low 

angles of attack are the best candidates for this kind of lift enhancement. Several authors 

have reported extremely high lift coefficients (CL > 10) for stalled wings when the vortex 

is maintained over the foil (for example, Gursul et al. [45, 44]). 

Interest in aircraft supermaneuverability has spawned much investigation into dynamic 

stall and separation control. Gad-el-Hak and Bushneil [34] and Wu et al. [140] give excellent 

reviews of the state of the art in separation control and unsteady excitation of vortex lift. 

Separation on a lifting surface occurs near the point of maximum loading and thus affects 

the optimum performance. In general, it is desired to postpone separation; however, in 

some cases such as the above mentioned Kasper foil, it is beneficial to initiate leading edge 

separation and reattachment. 

Reynolds and Carr [92] summarize the dynamic stall process as follows. As the angle 

of attack increases past the steady stall angle, the flow around the foil remains thin and 

inviscid. The boundary layer on the suction side of the foil begins to show signs of flow 

reversal, beginning at the trailing edge and progressing towards the leading edge. Then, 

when a critical angle is reached, the flow separates, the boundary layer detaches and a very 

strong vortical flow develops. A vortex forms near the leading edge of the foil, grows and 

moves along the foil surface, significantly affecting the performance of the foil. 

Many studies on the initiation of the dynamic stall vortex have been done on foils 

oscillating around nonzero mean angles of attack as in the case of airplane wings. McAl- 

ister, Carr and McCroskey [68] performed a systematic survey of the dynamic stall of the 

NACA 0012 airfoil at chord Reynolds number 2.5 x 106. The model was sinusoidally oscil- 

lated in pitch about the quarter chord point at 15° mean incidence and 10° pitch amplitude. 

Velocity and pressure were measured to study the growth and shedding of the stall vortex 

and quantify the forces. At stall, the lift force increases significantly while the pitching 

moment decreases. When the vortex leaves the body there is sudden loss of lift and peak 

negative pitching moment occurs. Large hysteresis loops develop in the lift, drag and pitch- 

ing moment curves as a function of angle of attack. The sequence of events during dynamic 

stall is 

87 



1. positive surge in lift force 

2. negative moment growth 

3. maximum drag force 

4. maximum leading edge suction 

5. suction wave appears 

6. negative roll-off in pitching moment 

7. maximum lift force 

8. maximum negative pitching moment 

Dynamic stall differs from steady stall in two important ways [68]. First, the disconti- 

nuities in the moment and lift curves as a function of angle of attack occur at two different 

times, for two different reasons. The second difference is that in dynamic stall, the dividing 

streamline from the point of zero shear into the wake encloses a narrow boundary-layer-like 

zone of reversed flow. By comparison, for static stall, the point of separation coincides 

with the point of zero shear. The severity of dynamic stall depends on when in the foil 

oscillation cycle the stall occurs. If a separated vortex forms during the foil upstroke, it is 

fully developed stall. Rather, if it forms only when the foil reaches maximum pitch, it is 

partially developed stall and is not as severe. The kinematics of the foil govern the DSV 

development, reattachment and convection processes. 

McAlister et al. [68] found that increasing the reduced frequency postponed stall to 

progressively higher angles of attack. Partially developed stall can be reversed by increasing 

the frequency. A suction imprint over the surface of the foil marks the passage of a stall 

vortex and the magnitude of this imprint increases with increasing reduced frequency. This 

suggests that the increase in lift is related to the strength of the stall vortex which itself is 

related to the circulation of the foil at the time the vortex is formed. 

McCroskey and Pucci [70] further explored the viscous-inviscid interaction in the dy- 

namic stall process on an oscillating airfoil. They conclude that the primary parameter 

that determines the degree of separation is the maximum angle of attack. Hence, data from 

nonzero mean angle of attack experiments can be applied to symmetric oscillations about 

zero angle of attack. They identify four viscous-inviscid interaction regimes: no stall, stall 

onset, light stall and deep stall. For the NACA 0012 airfoil oscillating at k = 0.10 about 

the quarter chord point, stall onset occurs at amax = 14°, light stall at 15° and deep stall 



at 20°. The Strouhal number for this motion is 0.01. Deep dynamic stall is characterized 

by a large viscous zone over the foil during more than half of the cycle. The stall angle, 

the reattachment angle and the severity of the hysteresis in the forces and moments largely 

depend on the reduced frequency and the angle of attack. 

Shih et al. [107] recently studied the DSV formation on a NACA 0012 pitching from 

zero to 30° at chord Reynolds number 5000. Particle displacement velocimetry was used to 

measure the vortex formation and evolution at nondimensional pitch rate ä = jf = 0.131. 

When the angle of attack exceeds 20°, a vortex forms at the leading edge which then convects 

downstream. The leading edge vortex triggers the development of a counter-rotating vortex 

at the trailing edge. A comparative numerical study using a discrete vortex random walk 

scheme confirmed that the lift force on the foil drops off rapidly at the instant the leading 

edge vortex separates from the foil surface. 

Gad-el-Hak and Ho [35] looked at DSV formation on 3-dimensional lifting surfaces such 

as delta wings and swept wings as well as the NACA 0012 profile. For oscillations similar 

to those of McCroskey and Pucci [70], the wake structure was shown to depend on the 

reduced frequency and the phase angle of the leading edge vortex arrival at the trailing 

edge. There is mutual induction between the separated leading edge vortex and the shed 

trailing edge vortex. At k — ^f- = 1.0, the leading edge vortex pairs with the oppositely 

signed trailing edge vortex generated during the upstroke. Alternatively, at k = 3.0, the 

leading edge vortex arrives at the trailing edge to merge with the same signed trailing edge 

vortex from the downstroke. Clearly, the resultant wake depends on several factors: the 

strength and location (phasing) of the separated leading edge vortex which in turn, depend 

on the frequency (pitch rate) and angle of attack. 

Gendrich et al. [36] simulated the effect of acceleration on the DSV formation process. 

They conclude that the leading edge separation process does not depend on pitch accelera- 

tion, but rather, the pitch rate and instantaneous angle of attack. 

Robinson and Wissler [94] investigated the DSV formation along the span and near 

the tip of a NACA 0015 pitching from zero to 60°. They observed that near the tip, 

vortex-vortex interactions inhibit leading edge vortex convection and enhance lift due to 

localized suction near the leading edge. Secondary leading edge vortices were also observed 

which depend on the pitching rate. Pressure measurements indicated little dependence on 

Reynolds number. 
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Visbal and Shang [125] numerically studied essentially the same problem just described, 

a NACA 0015 foil pitching from zero to 60°. The simulation showed two distinct vortical 

formations on the suction side of the foil: the dynamic stall vortex and the shear layer 

vortex which forms aft of the DSV. The DSV and the shear layer vortex interact with 

each other and eventually combine to form a larger vortical structure. This large separated 

structure then interacts with the trailing edge vortex. The quantitative characteristics of 

these vortices depend on the pitch rate and pitch axis location. For a fixed pitch axis 

location, dynamic stall is delayed until higher angles of attack as the pitch rate is increased, 

in accordance with the results of McAlister et al. [68]. 

Ohmi et al. [82, 83] studied dynamic stall of a NACA 0012 both numerically and experi- 

mentally. The average angle of attack was set to 15° and 30° and oscillated with amplitude 

of 7° and 15° at chord Reynolds number 3000. The Strouhal numbers varied from 0.02 

to 0.52. Detailed observations for a wide range of parameters showed the evolution and 

convection of the DSV. The dominant parameter governing the flow was shown to be the 

reduced frequency defined here as /* = i^j. At low frequency /* = 0.1, the translating 

flow controls the wake development while the pitch motion produces a secondary effect. 

In this case, descent of the leading edge restrains leading edge separation whereas ascent 

contributes to the separation and DSV development. As the reduced frequency increases 

to /* = 0.5, the pitch motion starts to dominate vortex shedding because of fluid inertia. 

In this case, the transverse motion of the two edges controls the shedding process. Here, 

descent of the foil aids leading edge vortex formation while ascent restrains it. 

At very high frequency, /* = 1.0, a standing DSV forms due to the superposition of 

multiple leading edge vortices. Interestingly, at high frequency, the patterns in the wake 

are "dependent on the product of the the reduced frequency and the amplitude rather than 

on the frequency itself", which is the Strouhal number multiplied by a constant. Changes 

in the Reynolds number and the pitch axis were shown to only affect the high frequency 

cases. 

The phenomenon of dynamic stall presents us with some interesting possibilities in 

flapping foil propulsion. The lift enhancement is certainly beneficial, at least temporarily. 

If a DSV forms and convects along the upstream facing side of the foil, the lift enhancement 

may greatly increase the thrust. If this vortex is then shed before the DSV side of the foil 

faces downstream, the lift can be utilized without the severe penalties when the vortex is 
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lost. The moment stall and declining pitching moment could potentially be useful as it can 

be used to drive the flapping foil in the direction of its desired path. For instance, consider 

a DSV which leaves the top of the foil trailing edge at the peak in its heave trajectory. 

The suction from the DSV would act to pitch the foil downwards, driving the foil along 

its trajectory. Potentially, this extraction of energy could improve efficiency if the DSV is 

optimally positioned. Alternatively, dynamic stall could act to hinder the foil motion and 

reduce thrust and efficiency. Clearly, dynamic stall is an important consideration. 

4.2.3    Propulsion studies 

Many authors have addressed the problem of optimal foil motion in the context of animal 

propulsion. Most restrict their analysis to small oscillations with vorticity shed only from 

the trailing edge. In two-dimensions, Lighthill [63] calculated the energetic quantities for 

a rigid airfoil, Wu [141, 142] and Siekmann [108, 109] for a flexible foil and Chopra [21] 

for a large amplitude heaving rigid foil. Ahmadi and Widnall [4] use integral conservation 

laws and unsteady lifting theory in two and three dimensions to compute the energetics for 

general transverse oscillations. 

In three-dimensions, Chopra [20] and Chopra and Kambe [22] use unsteady lifting theory 

to analyze the energetics of high aspect ratio, lunate-tail swimming. Recently, Karpouzian, 

Spedding and Cheng [53] studied the effect of fin shape on propulsion energetics using lifting 

line theory extended to curved centerline wings. Bose and Lien [15] employ a strip theory 

which applies the theories of previous authors to study the propulsive characteristics of a 

fin whale fluke. Cheng et al. [19] use a vortex ring panel method to analyze the motion of 

swimming 3-D waving plates. The goal of most of these works is to analytically predict the 

forces on oscillating lifting surfaces by modelling the physics of the flow near the foil while 

neglecting the wake. Alternatively, we focus our attention on the wake structure to gain 

insight on the fundamental mechanisms of vorticity generation and control. 

In the context offish propulsion, Katz and Weihs [55] simulated large amplitude motions 

of a hydrofoil with chordwise flexibility. Their inviscid model includes the passive flexibility 

of a massless, uniformly chordwise flexible 2-D foil. They observed that the thrust increases 

with increasing frequency, amplitude of motion and angle of attack. The best thrust and 

efficiency occur when the heave motion lags the pitch motion by approximately 90°. Their 

model does not account for leading edge separation effects or induced effects from shed 
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vorticity. The classic Kutta condition was employed without any special consideration 

for unsteady effects. Their principal conclusion was that the flexibility of the foil reduces 

the net lift on the foil but improves efficiency because the direction of the lift is improved. 

Overall, their model predicts efficiency greater than 80 percent over a wide range of Strouhal 

numbers. 

Katz and Weihs [56] further extended their method to study a slender, flexible propulsor. 

Their investigation is limited to motions which are small compared to the local span of the 

foil with low angles of attack. Similar to previous results, thrust and efficiency were shown 

to increase with increasing heave amplitude. If the curvature of the trajectory is increased, 

that is, the frequency is increased while keeping the heave amplitude constant, the efficiency 

decreases. The highest thrust coefficients again occur when the heave motion lags the pitch 

motion by 90°. As before, high efficiencies are predicted for a wide range of motions. 

Videv and Doi [124] numerically studied a rigid 2-D hydrofoil pitching about an arbitrary 

point in space. Unfortunately, most of their results are for very large pivot distances, that is, 

the pivot point is several chord lengths removed from the foil either upstream or downstream. 

This results in flapping motions where the heave velocity depends nonlinearly on the pitch 

angle. They conclude that the optimal pivot point is upstream of the foil which contradicts 

Lighthill's [64] conclusion that the pivot should be as far aft as possible. Videv and Doi 

observed strong leading edge separation due to the lack of feathering in the motion. Their 

model predicts no thrust at Strouhal number 0.45 when the pivot point is at 10 percent of 

the chord. This result contradicts other models which predict thrust for this motion. 

Many other authors deserve mention for their unsteady foil research. Booth [12] mea- 

sured the velocity and vorticity in the wake of a NACA 0012 pitching to 10° at Strouhal 

number 0.13 which produces a staggered array of vortices in a jet pattern. Robinson et 

al. [93] looked at the control of wake structure behind an oscillating foil with another sta- 

tionary foil its wake. Booth [13] studied the loading on a 2-D foil in the wake of a vortex 

generator to understand the blade-vortex interaction problem. 

Mook and Dong [76] numerically investigated oscillating foils alone and in the presence 

of upstream vortical structures. Vorticity panels are used to model the foil and vorticity 

blobs to represent the wake with special consideration of the unsteady Kutta condition. 

For a NACA 0012 pitching 10° about the quarter chord point at Strouhal number 0.23, the 

simulation clearly shows discrete vortices rolling up into a reverse Karmän street. In heave 
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only at ^£ = 0.62, a similar jet wake is observed at Strouhal number 1.7 with no leading 

edge separation. The angle of attack for this motion is 80° which demonstrates the inability 

of their model to show DSV formation and interaction. Despite this limitation, Mook and 

Dong's results appear to be useful at moderate angles of attack. 

4.2.4    Force and efficiency measurements 

Ultimately, our bottom line consideration is the efficient production of thrust. Surprisingly, 

there is little work done on oscillating foil thrust measurements. In 1968, Scherer [105] 

completed a comprehensive survey of the thrusting capability and efficiency of an oscillating 

NACA 63A015 airfoil section. A wide range of large amplitude combined heave and pitch 

motions were studied at chord Reynolds numbers up to 8 x 105 and angles of attack up 

to 19°. The largest heave amplitude was 0.6 chords at Strouhal number 0.13. For a given 

heave amplitude and Strouhal number, the force coefficient increases linearly with increasing 

angle of attack until the wing stalls at approximately 18°. The motion reaches the maximum 

efficiency of approximately 60 percent at angles of attack from 7° to 12° at Strouhal number 

0.13. The phase between heave and pitch was varied to demonstrate that the efficiency and 

thrust both remain near maximum for a wide range of phase angles. Unfortunately, Scherer 

did not explore higher Strouhal numbers where both thrust and efficiency are dramatically 

improved. 

DeLaurier and Harris [26] measured the forces on a heaving and pitching NACA 0012 

airfoil in a wind tunnel at chord Reynolds number 25,000 to 40,000. The heave double 

amplitude was set at ^f- = 1.25 and the wing was pitched about the mid-chord to 12°, which 

gives a maximum angle of attack of around 7°. Although the heave amplitude was large 

in these experiments, the highest Strouhal number achieved was 0.06 (reduced frequencies 

k < 0.16) which accounts for the very low thrust coefficients measured. The force coefficient 

was shown to depend linearly on the reduced frequency for a given angle of attack and 

phase angle between heave and pitch. Higher angles of attack produced greater thrust. The 

highest levels of thrust for a given motion occur for phase angles from 90° to 120°. Again, 

it is unfortunate that higher Strouhal numbers were not studied. 

Recently, experiments were done at the Massachusetts Institute of Technology Ocean 

Engineering Testing Facility on large amplitude flapping foils by my colleague, David Bar- 

rett.   Force and efficiency measurements were obtained for a variety of large amplitude 
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Figure 4-1: Experimental thrust coefficient as a function of angle of attack and Strouhal 
number for — = 1.5 and Rc = 4 X 104. Pivot point located | from the leading edge. Pitch 
angle leads heave motion by <f> = 90°. 

0(c) motions up to Strouhal number 0.5. The experimental apparatus and selected data 

can be found in Triantafyllou et al. [119]. The pitch point, tow speed, maximum angle of 

attack, heave amplitude, Strouhal number and phase angle were specified. The required 

pitch amplitude was then calculated to achieve the desired nominal angle of attack. 

The thrust coefficient was observed to increase nearly linearly with increasing angle of 

attack and Strouhal number. The efficiency was highest (near 85%) for angles of attack 

between 10 and 20°. High angle of attack motions (a > 20°) have peak efficiency at 

higher Strouhal numbers (0.3 < St < 0.45) whereas low angle of attack motions reach peak 

efficiency at lower Strouhal numbers (St ~ 0.1) and have declining efficiency for greater 

Strouhal numbers. Cases with angle of attack between 15° and 20° have constant high 

efficiency for Strouhal numbers between 0.2 and 0.4. All motions have declining efficiency 

for St > 0.5, most likely due to inertial effects related to the rotation of fluid near the foil. 

Figure 4-1 and Figure 4-2 show the variation in force coefficient and efficiency for the largest 

amplitude studied. 

A modest improvement in efficiency was observed for changes in the phasing between 
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Figure 4-2: Experimental efficiency as a function of angle of attack and Strouhal number 
for M = 1.5 and Rc = 4 x 104 

c c 

heave and pitch. For the majority of the experiments, the pitch angle led the heaving 

motion by 90°. When the phase angle was lowered to 75°, there was a gain in efficiency of 

approximately 5 percent in the 20° angle of attack case while the thrust was reduced only 

slightly. 

Knut Streitlien of the Levich Institute at the City College of New York has simulated 

large amplitude flapping foils using a 2-D inviscid formulation which accounts for wake self- 

induced dynamics [112,113, 119]. The M.I.T. experimental data are compared to Streitlien's 

nonlinear simulation in Triantafyllou et al. [119]. At low angle of attack (a = 5°) and high 

amplitude heave motion (^ = 1.5), considerable discrepancy exists between the simulated 

and experimental thrust coefficient. Simulation and linear theory both overpredict the 

thrust coefficient and efficiency, especially at high Strouhal numbers. At moderate angle 

of attack (a = 15°) and low heave amplitude (^ = 0.5), simulation and linear theory 

agree well with experimental results up to Strouhal number 0.3, after which the theory 

and simulation again both overpredict thrust coefficient and efficiency. At the same angle 

of attack and large heave amplitude (^A = 1.5), there is excellent agreement between the 

nonlinear simulation and experiment at low Strouhal numbers. At higher Strouhal numbers 
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(St > 0.3), the simulation slightly underpredicts the experimental results in both thrust 

and efficiency. Linear theory consistently overpredicts thrust and efficiency at high Strouhal 

numbers. 

The goal of this chapter is to further our understanding of the mechanisms which affect 

thrust and efficiency by focussing our attention on wake structure and evolution. 

4.3     Formulation and definitions 

The heave motion of the foil is referenced to the foil pivot point and is given by 

y(t) = A sin(2irft) (4.1) 

where A is the amplitude of motion and / is the frequency in Hertz. The pitch angle of the 

foil leads the heaving motion by phase angle <j> and is given by 

e(t) = 60 sin(2xft + <f>) (4.2) 

The instantaneous angle of attack at the pivot point a(t) is determined by the towing speed, 

the heave velocity and the pitch angle. Figure 4-3 shows the relationship graphically. It is 

given by 

a(t) = 0(t) - tan'' (^) (4.3) 

Figure 4-4 spatially illustrates the kinematics of the flapping foil when <f> = 90°. The 

pitch angle achieves its maxima when the foil pivot crosses the centerline. Usually, the angle 

of attack will also have its maxima at the centerline crossing, 180° out of phase with the 

pitch angle. 

When the phase angle <f> is 90°, the maximum angle of attack is given by 

ö'm.nT?  — 'O tan -l (2Afw 

V    U 
60 - tan~J (nStA) (4.4) 

where St A is the Strouhal number based on the heave amplitude, which is an approximation 

of the trailing edge amplitude for small pitch angles. The angle of attack phase depends 

on the phase angle between heave and pitch in addition to the magnitudes of pitch and 

the wind angle.  If <\> — 90° and if the argument of the absolute value in equation (4.4) is 
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Figure 4-3: Definitions of foil motion. 9 and a are shown as positive. 

Figure 4-4: Kinematic relationships for flapping motion when <f> = 90°. The heave y, pitch 
angle 0 and angle of attack a are shown normalized with respect to their maxima. 
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positive, that is, the pitch amplitude is greater than the angle the "wind" vector makes 

with the horizontal, the angle of attack is in phase with the pitch oscillation and leads the 

heave oscillation by 90°. If the argument is negative, the angle of attack oscillation lags the 

pitch by 180° and the heave by 90°. When the phase angle differs from 90°, the maximum 

angle of attack is computed numerically rather than by using equation (4.4) since the peak 

moves away from the half period points in the oscillation cycle. 

The phasing of the angle of attack with respect to the heave and pitch motions deter- 

mines the direction of the lift force on the foil. Figure 4-5 illustrates this point graphically. 

In Figure 4-5 (a), the pitch amplitude exceeds the wind angle by 10°, and in (b), the wind 

angle exceeds the pitch amplitude by 10°. The arrows on the foil indicate a linear steady lift 

force which is proportional to the instantaneous angle of attack and oriented perpendicular 

to the wind vector. When the angle of attack is positive during the upstroke and negative 

during the downstroke, the forward component of the lift force is negative which creates a 

net drag force on the system. Alternatively, when the sign of the angle of attack is reversed, 

the net force on the foil will have a positive forward component. In order to create thrust, 

the foil should move such that the pressure side of the foil faces the heave motion direction. 

4.4    Momentum analysis 

The general form of the momentum theorem for a control volume V bounded by a control 

surface S, states that the force vector on the fluid inside the control volume is equal to the 

material derivative of the fluid momentum integrated over the volume [7] 

F= ^- [ pvdV = [—(pv)dV+ [ pvv-fidS (4.5) 
Dt Jv Jv at Js 

where h is the local normal vector along the control surface. The first term of the momentum 

equation is the rate of change of momentum inside the control volume and the second term 

accounts for the flux of momentum across the control volume boundary. The force vector 

F encompasses all forces on the control volume including body forces such as gravity and 

pressure and viscous forces on the surface boundaries. 

Consider the control volume ABCD fixed to the foil in Figure 4-6. The boundaries 

AB and CD are sufficiently far away from the foil in the undisturbed fluid that there is 

no momentum flux through these surfaces.   At the upstream boundary BC, the velocity 
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Figure 4-5: Importance of angle of attack phase. The dashed line indicates the sign and 
relative magnitude of a(t). The arrows are a linear, steady approximation of the lift vector 
at each angle of attack, (a) 60 exceeds tan'1 (^p1) by 10° and forward component offeree 

is negative (b) tan"1 \^r) exceeds 0O by 10° and forward component offeree is positive. 
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Figure 4-6: Control volume for momentum analysis 
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across the boundary is the towing velocity U. At the downstream position AD, the velocity 

across the boundary is u(y), referenced to inertial coordinates. There is no momentum flux 

through the foil surface boundary. 

If we assume that the average flow is steady and incompressible and that the pressure is 

constant along the control volume boundaries, that is, the downstream pressure is equalized 

to the free stream value, the thrust on the foil T can be written in terms of the flux of 

momentum in the ar-direction as 

/oo 
U2-u(y)2dy 

-oo 
(4.6) 

If we apply mass conservation, then equation (4.6) simplifies to 

T u{y)(u(y)- U)dy (4.7) 

which is exactly the same result obtained by von Kärman for the drag on a flat plate in terms 

of the momentum defect. This result, although widely used, is based on highly restrictive 

simplifying assumptions: steady flow, constant pressure, and conservation of mass in two 

dimensions. In our experiments with flapping foils, we expect to violate all three of these 

assumptions. Vortex wakes are unsteady, with variable pressure, and axial transport of 

mass out of the control volume within the vortex cores. 
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Although with DPIV we have full field velocity data and can compute the time rate 

of change of momentum inside the control volume, we do not know the pressure along the 

control volume boundaries. 

An alternative model based momentum method presented by Milne-Thomson [75] uti- 

lizes an unsteady momentum analysis to compute the drag of a staggered array of vortices 

arranged in a Karman street. The method can be applied to a jet wake by reversing the 

strength of the vortices. The control volume is defined such that the regime along the 

boundary is steady: the control volume cuts through the wake in between vortices such 

that no singularities occur on the contour. Also, the control volume translates at the wake 

velocity rather than the body velocity to prevent vortices from crossing the control volume 

wake boundary. Thus, because the pressure along the wake boundary is steady, we can use 

the irrotational, steady pressure equation. Using point vortex representations to model the 

wake, the drag force is 

D= ?-(U-2V)+ ^ (4.8) 
a a v     ' 

where re = -^ is the strength of the point vortices, a is the streamwise spacing of same side 

vortices and b is the width of the vortex street. U is the free-stream velocity and V is the 

vortex convection velocity 
KIT        , 7r6 

V = —tank— (4.9) 
a a v     ' 

Milne-Thomson's method is difficult to implement in a real vortical wake of limited spatial 

size. First, in our experiments, the sample size of the wake is small enough that all of 

the parameters of interest (re, a, b, and V) are variable. Also, in many cases it is not 

possible to design a control volume that does not approach the finite cores of real vortices. 

Unfortunately, this simple and elegant model does not perform well in our experiments. 

Because of the difficulties associated with implementation of the complete unsteady 

momentum theorem, we chose to use the straightforward and widely used momentum flux 

calculation of equation (4.6). Comparison with actual force measurements for both flapping 

foils and oscillating cylinders will show that this approximation is an excellent measure of 

the force. 

We normalize the net thrust on the foil T in the usual way with respect to the dynamic 

head, chord and span 
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where c is the chord and s is the span. Unit span is used in our normalizations since the 

flow is two-dimensional. 

4.5     The experimental system 

Figure 4-7 shows the tow tank used in the following experiments. The glass tank was 

constructed specifically for visualizations and DPIV measurements. The dimensions of the 

internal volume are 0.75 m wide X 0.75 m deep X 2.4 m long. A motor driven carriage 

moves along the top of the tank from which various test sections and assemblies can be 

mounted. The depth of the tank was chosen to give aspect ratios large enough to ensure 

two-dimensional flow for cylinders and foil sections. 

The tow speed of the carriage is set by a controller for the AC drive motor. For the 

following experiments, the motor controller was tuned for best performance at the low tow 

speed studied. The speed was calibrated by timing the carriage over a known distance and 

was found to be very stable (within 1%) over time. Very high water quality was maintained 

during the experiments. The water was reverse-osmosis filtered and chlorine treated to 

prevent algal growth. Each day, the tank was overfilled and surface skimmed using a few 

drops of Ivory dishwashing liquid to clean the surface. The surface layer was removed with 

a standpipe. 

An oscillating mechanism was mounted on top of the carriage which simultaneously 

executes sinusoidal heave and pitch motions on the test section with a single DC motor. 

The scotch yoke, four bar linkage mechanism was designed and built by my colleague, David 

Barrett, and is detailed in [38, 39]. The apparatus allows for multiple tandem sections; 

however, in this chapter we consider only a single foil section. The amplitude of heave is 

controlled by setting the excursion of a cam follower coupled to a linear slide. The possible 

heave settings are continuous from zero heave to 7.62 cm, single side amplitude. The pitch 

angle amplitude is limited to discrete settings: 0°, 7°, 15°, 30°, 45° and 60°. The phase 

angle between heave and pitch motions is continuously variable and can be set to any value 

by rotating the drive wheel with respect to the linkage to the pitch wheel. The frequency 

of the motion is continuously variable from zero to approximately 0.7 Hz by adjusting the 

voltage to the DC motor. 

All of the following experiments were done with a NACA 0012 airfoil section with 
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/      *foil 

* fiber optic assembly 

Figure 4-7: Visualization and DPIV tank. The carriage rides along the top of the tank, 
driven by an AC motor and belt-drive system. Test sections are mounted vertically from 
the carriage with a free end very near the tank bottom. The fiber optic assembly directs 
the laser beam through a lens to illuminate a sheet in the middle of the tank volume. The 
unlabelled arrow indicates the towing direction. 
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3.81 cm chord length, minimum submerged length of 71 cm and aspect ratio 18.6. The 

foil was carefully constructed by casting epoxy resin with added carbon fiber tape and an 

embedded steel rod. The foil was cast with a precision cut hardwood mold in two halves. 

First, the molds were partially filled with epoxy, allowed to partially set and then carbon 

fiber tape was carefully laid into both sides. More epoxy was added to secure the tape, 

then the rod was laid into one side of the mold with specially designed end caps to hold it 

in place. After curing to a jelly-like state, more epoxy was added before closing the mold 

and clamping. The finished product was wet sanded with special treatment given to the 

trailing edge. The edge was kept very sharp and free of macroscopic defects. The foil was 

painted black and waxed to a smooth finish. 

Digital particle image velocimetry (DPIV) was used to map the flow around and in the 

wake of the flapping foil. All measurements were made in the horizontal plane perpendicular 

to the span of the foil at the tank mid depth (36.2 cm from the bottom). The video camera, 

was located horizontally below the tank, looking at a mirror oriented at 45° below a viewport 

in the tank bottom. This technique avoids the difficulty of looking through the free surface 

which distorts the optical path. However, this method precludes the use of an endplate on 

the foil free end. This was not a problem since in the midplane, the flow was two-dimensional 

with very low divergence. 

The foil was started from rest at one end of the tank, approximately 1.1 m or 29 chord 

lengths ahead of the viewport. DPIV data were collected in a plane 22 cm (5.8 chords) long 

in the towing direction and 15 cm (3.9 chords) in the lateral direction. Some of the data 

are unusable due to shadowing of the laser sheet in the upstream direction. These data are 

a small fraction of the flow field and are removed in all presented results. The tank settled 

for a minimum of twenty minutes between experiments. 

Data collection was triggered manually so the phase of the foil motion with respect to 

the camera field of view varied between runs. The axes on the presented velocity fields are 

referenced to the camera view (lab reference frame) to avoid distracting coordinate system 

changes between figures. The laser shutter timing system was set such that the light pulse 

duration was 15 ms with an effective time difference between image pairs of 20 ms. 
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4.6     Flapping foil experiments 

Because the possible parameter space for flapping foil motion is so large, we elected to 

vary selected parameters which have the most effect on wake structure. We consider six 

parameters which influence the performance of the foil: 

• the heave double amplitude to chord ratio — 

• the pitch amplitude 90 

• the phase angle <f> between heave and pitch motions 

• the foil pivot point b* = | measured from the leading edge 

• the Strouhal number St = -jj- 

• the chord Reynolds number Rc = — 

Again, U is the towing speed, / is the frequency in Hertz, h is the wake width which is 

unknown a priori but can be estimated as the peak to peak foil trailing edge excursion. In 

our experiments, the foil pivot is held constant at b* = 0.33 and the Reynolds number is 

fixed at Rc = 1100. Additionally, we consider the dependent parameters 

• the maximum angle of attack amax 

• the reduced frequency k = ^ or /* = ^j 

• the rate of change of the angle of attack il* = |jj 

• the feathering parameter x — 2HA 

• the path wavelength A = H- 

• the path radius of curvature rc = 2v
x

St 

Ideally, we would like to specify the Strouhal number (wake frequency), the heave am- 

plitude (wake size) and the angle of attack (foil loading) and predict the forces on the foil 

and the wake structure. It is not possible to specify an arbitrary angle of attack with our 

oscillation mechanism. The apparatus limits the angle of attack to be a function of the 

heave amplitude, towing speed, pitch angle and phase angle. Thus, in order to achieve the 

desired range of angle of attack for a given heave amplitude and Strouhal number, the pitch 
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amplitude is adjusted. This presents us with another problem: for specified heave amplitude 

and Strouhal number, the angle of attack profile during the oscillation cycle is not unique. 

Multiple angle of attack profiles are possible depending on the pitch amplitude setting. As 

discussed previously, the wrong selection of kinematic parameters can give angles of attack 

which do not produce thrust (Figure 4-5). 

Figure 4-8 shows three different angle of attack profiles that are possible for the same 

Strouhal number, heave amplitude and phase angle. The pitch amplitude 60 determines 

the angle of attack profile. For low pitch angles, the angle of attack is very large and varies 

as a smooth sinusoid. As the pitch angle is increased to moderate values, the angle of 

attack profile flattens into a smooth cornered square wave. At very high pitch amplitudes, 

the angle of attack is further reduced and oscillates with a multiple peaked profile. The 

multiple peaked profile causes additional vortices to be shed per period in contrast to two 

vortices per cycle for the smooth and flat-top sinusoid profiles. The flat-top profile produces 

greater average thrust compared to the sinusoidal profile because the average angle of attack 

per half cycle is larger. In addition, the time rate of change of the angle of attack differs 

between profiles which affects dynamic stall inception and evolution. 

Figure 4-9 shows the relationship between maximum angle of attack, pitch angle am- 

plitude and Strouhal number for our apparatus when ^~- = 2.0. For all angles of attack 

and Strouhal numbers, when the pitch angle is less than 15°, the angle of attack profile 

is a smoothly varying sinusoid which should produce two vortices per cycle when the an- 

gle of attack changes sign. When the pitch angle reaches 30°, the a(t) profile flattens 

for most Strouhal numbers, with degraded performance (multi-peaked a(t) profile or no 

thrust profile) at Strouhal numbers less than 0.25. Pitch angles 45° and above produce only 

multi-peaked or no thrust profiles. 

The curves in Figure 4-9 illustrate our restricted access to the parameter space for our 

apparatus when ^ = 2.0. Certain regions in the St — amax plane are not realizable. Also, in 

some regions, notably for St < 0.4 and amax < 30°, the angle of attack profile is not uniquely 

specified by the Strouhal number and angle of attack. In this region, we can expect either no 

thrust, high thrust, or marginal cases with multiple vortices shed per cycle, depending on 

the pitch amplitude setting. For lower heave amplitudes, the uppermost curves in Figure 4- 

9 (#o < 15°) are the same as for the — = 2.0 case. However, for 90 > 30°, the curves 

move downward (to lower a) and to the right (to higher St) while keeping the same angle of 
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Figure 4-8:  Examples of possible angle of attack profiles for ^4. = 2.0, SIA = 0.30 and 
<f> = 90°. (a) sinusoid a(t), (b) flattened a(t), (c) multi-peaked a(t). 
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Figure 4-9: Angle of attack profile types as a function of maximum angle of attack, trailing 
edge Strouhal number and pitch angle amplitude for ^ = 2.0. 'x' marks indicate normal 
sinusoidal a(t) profile, '*' marks indicate flattened sinusoidal profile, '-f' marks indicate dou- 

ble peaked profile and 'o' marks indicate that no thrust is expected since 90 > tan'1 (   JJ   )■ 

attack profile. For instance, at — = 0.5 and 60 = 30°, flattened sinusoid a(t) profiles exist 

at St = 0.8 and amax = 25° whereas in the large amplitude case the profile is multi-peaked. 

Hence, we do not expect multiple vortices shed per cycle in low amplitude motions. 

Our experimental survey is divided into several small investigations, each intended to 

show a particular variable's significance to the problem. Table 4.1 summarizes the parameter 

space and the kinematic properties of the motions. The Strouhal number based on heave 

double amplitude is varied between 0.1 and 0.45 and the heave amplitude to chord ratio 

from 0.5 to 2.0. The reduced frequency range for these motions is sufficiently small (k < 2) 

such that the classic Kutta condition is likely satisfied [90]. The pitch angles were chosen 

to give large angles of attack, often exceeding the steady stall value. In steady flow at 

Rc = 106 the NACA 0012 section stalls at 12° to 16° depending on roughness [1].   The 
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phase angle was varied between 30° and 110° for the motions which produced the largest 

jet wake, otherwise it was fixed at 90°. The pivot point was fixed at one third of the chord 

from the leading edge. 

First, the effect of Strouhal number was investigated at fixed large heave amplitude and 

variable angles of attack in groups I through IV. Then, the same Strouhal numbers were 

tested near one characteristic angle of attack for smaller heave amplitudes in groups V and 

VI. Finally, phasing is addressed in groups VII, VIII and IX. 

Table 4.2 summarizes the experimental results. The average wake velocity excess in 

the streamwise direction is computed by averaging several slices of the wake spanning one 

wavelength behind the trailing edge, at one instant in time. When the wavelength of the 

motion is larger than the experimental view, two or more snapshots of a portion of the 

wake are averaged. In all cases, we use whole multiples of the wavelength. •i-U 
max 

is the 

peak average velocity excess in the inertial reference frame. The accuracy of the averaging 

technique was verified by comparison with calculations in which the number of slices was 

doubled or tripled. Further comparison with duplicate runs showed that the average velocity 

excess is accurate and repeatable to within 2%. 

The wake width, h, is computed from the lateral excursion of the most recently shed 

vortex from the centerline of motion, averaged at two points in the oscillation cycle that are 

180° out of phase. More simply, h is the lateral distance between vortex centers in the near 

wake. Sth is the Strouhal number based on h, rather than the heave amplitude or trailing 

edge excursion. The stability analysis by Triantafyllou et al. [118] demonstrates that Sth is 

the most meaningful measure of the wake frequency. 

We compute the circulation of wake and stall vortices by integrating the velocity along 

a circular contour around the vortex using equation (2.5). The presented results are for 

the contour radius which gives maximum circulation, or R = 1.5 cm (0.4 c), whichever 

is smaller. Table 4.2 shows normalized values, T* = ^. The T*wake values indicate the 

strength of wake vortices approximately half a wavelength downstream of the trailing edge. 

T*DSV is the strength of the stall vortex when the foil is at the maximum heave position. 

There are two sources of error that must be considered in the circulation calculation. 

First, the center of the vortex must be specified accurately. If the center of the integration 

contour is ten percent of the contour radius in error, the maximum error in the circulation 

calculation is less than five percent. The second source of error stems from the small age 
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case StA StTE *      (/•) 1A 6o 4> Ömoj \a\ X C ^max a(t) 
2A,f 

U 
5/c    (Jc.\ 

U      \2U} (°) (°) (°) (°) 1 **c i 
1 21/ \max profile 

I 

fa 04 0.10 0.10 0.16 (0.10) 2.0 0 90 17.4 11.3 0 31.8 0.05 s 

fa 05 0.10 0.10 0.16 (0.10) 2.0 7 90 10.4 6.8 0.39 31.8 0.03 s 

fa06 0.10 0.10 0.16 (0.10) 2.0 15 90 2.4 1.7 0.83 31.8 0.01 s 

II 
fal6 0.15 0.15 0.24 (0.15) 2.0 0 90 25.2 16.5 0 14.2 0.11 s 

fal7 0.15 0.15 0.24 (0.15) 2.0 7 90 18.2 12.0 0.26 14.2 0.08 s 

fal8 0.15 0.15 0.24 (0.15) 2.0 15 90 10.2 6.9 0.56 14.2 0.05 s 

III 
faOl 0.30 0.30 0.47 (0.30) 2.0 7 90 36.3 25.1 0.13 3.5 0.39 s 

fa02 0.30 0.30 0.47 (0.30) 2.0 15 90 28.3 20.0 0.28 3.5 0.32 s 

fa03 0.30 0.32 0.47 (0.30) 2.0 30 90 13.3 10.3 0.56 3.5 0.20 f 

IV 
fa07 0.45 0.48 0.71 (0.45) 2.0 30 90 24.8 19.8 0.37 1.6 0.63 f 
fa08 0.45 0.51 0.71 (0.45) 2.0 45 90 13.3 10.2 0.56 1.6 0.44 fp 
fa09 0.45 0.54 0.71 (0.45) 2.0 60 90 5.3 3.3 0.74 1.6 0.26 t 

V 
falO 0.1 0.10 0.63 (0.40) 0.5 0 90 17.4 11.3 0 8.0 0.20 s 

fall 0.3 0.36 1.88 (1.20) 0.5 15 90 28.3 20.0 0.28 0.9 1.28 s 

fal2 0.45 0.76 2.83 (1.80) 0.5 30 90 24.8 19.8 0.37 0.4 2.50 f 

VI 
fal3 0.1 0.10 0.31 (0.20) 1.0 0 90 17.4 11.3 0 15.9 0.10 s 

fa 14 0.3 0.32 0.94 (0.60) 1.0 15 90 28.3 20.0 0.28 1.8 0.64 s 

fa 15 0.45 0.55 1.41 (0.90) 1.0 30 90 24.8 19.8 0.37 0.8 1.25 f 

VII 
fal9 0.45 0.33 0.71 (0.45) 2.0 30 30 52.7 32.9 0.37 1.6 0.82 s* 

fa20 0.45 0.37 0.71 (0.45) 2.0 30 50 42.4 26.5 0.37 1.6 0.72 * 
s 

fa21 0.45 0.42 0.71 (0.45) 2.0 30 70 32.2 21.8 0.37 1.6 0.65 s* 

fa07 0.45 0.48 0.71 (0.45) 2.0 30 90 24.8 19.8 0.37 1.6 0.63 f 
fa 34 0.45 0.48 0.71 (0.45) 2.0 30 100 28.0 20.4 0.37 1.6 0.63 s 

fa33 0.45 0.48 0.71 (0.45) 2.0 30 105 30.0 21.0 0.37 1.6 0.64 * s 

fa22 0.45 0.52 0.71 (0.45) 2.0 30 110 32.2 21.8 0.37 1.6 0.65 * s 

VIII 
fa23 0.45 0.24 1.41 (0.90) 1.0 30 30 52.7 32.9 0.37 0.8 1.65 * s 

fa 24 0.45 0.35 1.41 (0.90) 1.0 30 50 42.4 26.5 0.37 0.8 1.44 s* 

fa 25 0.45 0.45 1.41 (0.90) 1.0 30 70 32.2 21.8 0.37 0.8 1.30 * s 

fal5 0.45 0.55 1.41 (0.90) 1.0 30 90 24.8 19.8 0.37 0.8 1.25 f 

fa30 0.45 0.55 1.41 (0.90) 1.0 30 100 28.0 20.4 0.37 0.8 1.27 s* 

fa32 0.45 0.55 1.41 (0.90) 1.0 30 105 30.0 21.0 0.37 0.8 1.28 s* 
fa26 0.45 0.62 1.41 (0.90) 1.0 30 110 32.2 21.8 0.37 0.8 1.30 s* 

IX 
fa36 0.32 0.35 0.67 (0.43) 1.5 30 90 15.2 11.7 0.52 2.4 0.32 f 
fa37 0.32 0.31 0.67 (0.43) 1.5 30 75 20.4 13.2 0.52 2.4 0.34 f 
fa38 0.32 0.38 0.67 (0.43) 1.5 30 105 20.4 13.2 0.52 2.4 0.34 f 

Table 4.1: Summary of foil experiment cases, Rc = 1100. StA and StjE are the Strouhal 
numbers based on heave double amplitude and trailing edge excursion respectively. a(t) 
profiles: 's' smooth sinusoid, 'f smooth square wave, 'fp' double peaked square wave, 't' 
triple peaked sine wave, 's*' distorted sine wave. 
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case 1   u   lmal h 
c 

hi u 

I.e. 
sep 

r* x wake r* 1 DSV cf Vl 

I 
fa 04 4 
fa 05 - - - none - - - - 
fa06 - - - none - - - - 
II 

fa 16 - - - 2 - - - - 
fal7 - - - 2 - - - - 
fal8 - - - weak 4 - - - - 
III 

faOl 0.37 1.38 0.21 1,3 2.0 2.5 1.04 0.89 
fa02 0.24 1.84 0.28 1,3 1.8 1.4 1.20 0.88 
fa03 - 1.81 0.27 4 0.9 0.7 0.28 0.97 

IV 
fa07 0.36 1.81 0.41 1 2.0 1.3 2.98 0.78 
fa 08 0.29 2.05 0.46 1 1.3 1.6 1.95 0.83 
fa09 - 1.71 0.38 none - - - - 
V 

falO - 0.21 0.04 weak 4 - - - - 
fall 0.40 0.70 0.42 2 1.4 - 0.77 0.71 
fal2 1.12 0.66 0.59 none 2.4 - 2.93 0.55 

VI 
fal3 - - - 2,3 - - - 
fal4 0.39 0.60 0.18 1 1.3 0.9 1.16 0.81 
fal5 0.69 1.05 0.47 1 1.6 1.5 1.86 0.74 

VII 
fal9 0.18 0.26 0.06 1 2.4 2.8 -0.04 - 
fa20 0.38 0.91 0.20 1,3 2.2 2.8 0.85 0.91 
fa21 0.35 1.25 0.28 1,3 2.0 1.9 1.78 0.84 
fa07 0.36 1.81 0.41 1 2.0 1.3 2.98 0.78 
fa 34 0.32 2.07 0.47 1 1.5 1.2 2.09 0.82 
fa33 0.34 2.36 0.53 1 1.5 1.4 2.68 0.79 
fa22 0.36 2.28 0.52 1,3 1.9 - 2.59 0.80 

VIII 
fa23 - - - 1 - - - - 
fa 24 0.53 0.53 0.24 1 1.9 1.2 0.97 0.83 
fa25 0.36 0.84 0.38 1 1.5 1.2 0.94 0.84 
fal5 0.69 1.05 0.47 1 1.6 1.5 1.86 0.74 
fa30 0.73 1.18 0.53 1 2.0 - 3.37 0.65 
fa32 0.68 1.25 0.56 1 2.2 - 2.72 0.68 
fa26 0.81 1.15 0.52 weak 2 2.3 - 3.55 0.64 

IX 
fa 36 0.15 1.57 0.33 1 1.1 1.3 0.70 0.90 
fa37 0.13 1.67 0.35 1 0.9 1.1 0.34 0.95 
fa38 0.17 1.50 0.32 1 1.0 1.1 0.77 0.90 

Table 4.2: Summary of foil experiment results, Rc = 1100. Leading edge separation type: 
(1) well separated vortex rolls along body, (2) less organized separated vortex rolls along 
body, (3) secondary leading edge vortices present, (4) separated region, does not roll up 
until trailing edge, h is the wake width and Sth is the Strouhal number based on wake 
width. Case kinematics are given in Table 4.1. 
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differences between vortices used in the average circulation calculation. The typical standard 

deviation of these measurements from the mean is under three percent of the mean value for 

well behaved wakes. If the wake is highly mixed, the variability of the circulation increases 

to 10 to 15 percent. In general, the circulation is a stable, accurate measure of the wake 

strength. 

The thrust coefficient Cj is computed by integrating across the average wake velocity 

profile using equation (4.6) to get the thrust, and then normalizing with equation (4.10). 

The calculation is performed numerically using a trapezoidal approximation between y = 

±1.5c. The size of the experimental view sets this limit on the integration bounds. Although 

some of the experiments have flow features which approach these bounds, the average wake 

velocity goes to zero as required at the boundary of the integration. The robustness of the 

thrust coefficient calculation was verified by comparing the results to those obtained with 

duplicate experiments. The maximum variability observed was ±5%, which indicates that 

the wake momentum flux is a repeatable measure of the thrust force. 

The ideal efficiency given in the last column of Table 4.2 is computed using the actuator 

disk formulation given in section 1.1.1. The actuator disk thrust coefficient CT in terms of 

C/is 

Cr = § (4-11) 
c 

The ideal efficiency ifj is computed using Equation (1.2). 

4.6.1     Groups I through IV 

Figures 4-10 through 4-12 show the velocity fields in the wake of the foil for similar motions 

at three different Strouhal numbers. Large heave amplitude (^ = 2.0) and moderate angle 

of attack (10.4° < amax < 13.3°) are expected to produce a thrust wake. 

The velocity data very near the foil and in the shadow are removed as discussed in 

Chapter 2 to prevent spurious results. A reference vector in the lower left hand corner 

of each plot gives a measure of the tow speed in relation to the displayed vectors. Unless 

otherwise noted, all velocity vector fields in this chapter are plotted using the same absolute 

scale. Low velocities appear as short arrows, high velocities with longer arrows. In the 

following figures, the foil moves from left to right and is shown at the minimum position of 

its heave trajectory. 
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Figure 4-10: DPIV velocity data for case fa05. Foil at minimum heave position. 
StTE = 0.10, M = 2.0, 90 = 7°, amax = 10.4°, <f> = 90°. 

Figure 4-10 shows the low Strouhal number case, StxE — 0.10. The weak Kärman street 

is confined to the path of the foil. Although the MIT experimental data (Figure 4-1) predict 

minuscule thrust for this Strouhal number, it is not evident from the wake momentum that 

any thrust is generated. As the Strouhal number is increased (Figure 4-11) to 0.30, the 

suction side of the foil separates forming a laminar bubble. The bubble sluggishly organizes 

into a weak vortex which interacts with trailing edge generated vorticity to form a weakly 

mixed wake. In Figure 4-11 a leading edge vortex persists at ^ = 1.0, K = 0.6. 

As the Strouhal number is further increased to StjE = 0.50 (Figure 4-12), an organized 

leading edge vortex forms which rolls along the foil surface. Small secondary leading edge 

separation is also seen as the foil begins its upward and downward trajectories after the 

point of zero pitch. Shed leading edge vortices persist in the wake for several wavelengths. 

Considerable streamwise momentum indicates strong thrust. 

Figures 4-13 through 4-15 show the effect of increased angle of attack for roughly the 

same Strouhal numbers and heave amplitude. Because the pitch amplitude is required to 

be a discrete value for the oscillation apparatus, the angles of attack are not equal for these 

runs. In order to specify the Strouhal number, we suffer a limited selection of possible 

angles of attack. Hence, it is more appropriate to compare these results with the previous 
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Figure 4-11: DPIV velocity data for case fa03. Foil at minimum heave position. 
StTE = 0.30, M = 2.0, 0O = 30°, amax = 13.3°, «56 = 90°. 
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Figure 4-12: DPIV velocity data for case fa08. Foil at minimum heave position. 
StTE = 0.50, 2-j- = 2.0, 0O = 45°, amax = 13.3°, 4> = 90°. 
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Figure 4-13: DPIV velocity data for case fa04. Foil at minimum heave position. 
StTE = 0.10, 4d = 2.0, 60 = 0°, ari 17.4°, <f> = 90°. 

results at lower angles of attack. 

Figure 4-13 shows the low Strouhal number (StxE = 0.10) velocity field for amax = 

17.4°. Comparison with Figure 4-10 shows a nearly identical result, a wavy Karmän street 

along the foil path and a weakly mixed wake. The streamwise momentum indicates a drag 

wake. This case differs from the lower angle of attack case in that a leading edge bubble 

forms when the angle of attack is maximum at the heave zero crossing. This bubble breaks 

away from the foil in bluff-body type shedding, without forming a persistent vortex in the 

wake. 

Figure 4-14 shows the velocity field for StjE = 0.30 and amax = 28.3°. A dynamic 

stall vortex forms near the point of maximum angle of attack at the heave zero crossing. 

The well formed DSV rolls along the foil and sheds from the trailing edge just as the foil is 

poised to change direction at the point of zero pitch. A small amount of secondary vorticity 

forms at this time at the leading edge. The DSV downwash suppresses trailing edge vortex 

shedding. The resulting wake is a wide (2 A) thrust jet, dominated by shed leading edge 

vortices. Comparison with Figure 4-11 shows that increasing the angle of attack amplifies 

the DSV and the resulting wake intensity. At amax = 13.3° the DSV is sluggish to organize, 

whereas at amax = 28.3°, the DSV rolls along and off of the foil in an organized, highly 
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Figure 4-14: DPIV velocity data for case fa02. Foil at minimum heave position. 
StTE = 0.30, ^ = 2.0, 0o = 15°, <W, = 28.3°, <f> = 90°. 

energized manner. The circulation values for both the wake and the stall vortices quantify 

this effect. Both T*wake and T*DSV double for the increase from amax - 13.3° to 28.3°. The 

centerline of the wake stagnates since the dominant vortices stay close to the position of 

maximum heave. 

Figure 4-15 shows the velocity field for high Strouhal number, StjE = 0.50, at amax = 

24.8°. The wide jet wake is highly organized with considerable streamwise momentum. 

Comparison with Figure 4-12 confirms again that increasing the angle of attack amplifies 

the wake energy. The leading edge vortex is more defined although it has approximately 

the same strength as the lower angle of attack case. Again, the DSV's dominate the wake 

pattern and little vorticity is generated by the trailing edge. The shear layer left along the 

path of the trailing edge is marked by the change in sign of the vertical velocity component. 

Comparison of cases fa07 and fa08 shows the effect of angle of attack shape on wake 

structure. In fa07, the angle of attack profile is a flattened sinusoid whereas in case fa08 it is 

flattened with additional corner peaks. The velocity fields reflect this difference very clearly 

(Figures 4-15 and 4-12). The flattened angle of attack profile produces a clean leading edge 

vortex and stable, organized wake. Even shear layer vorticity along the trailing edge path 

remains stable for at least half a wavelength. In contrast, the multi-peaked angle of attack 
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Figure 4-15: DPIV velocity data for case fa07. Foil at minimum heave position. 
StTE = 0.48, ^ = 2.0, 0O = 30°, amax = 24.8°, <j> = 90°. 

profile generates extra vorticity in the trailing edge path and a slightly mixed wake. 

4.6.2    Groups V and VI 

Figures 4-16 through 4-18 demonstrate the effect of low heave amplitude (^- = 0.5) on the 

wake structure for fixed moderate angles of attack. In these figures the foil is shown in its 

maximum heave position. At low Strouhal number (Figure 4-16), the wake changes little 

compared to the high amplitude case. A laminar separation bubble forms which is drawn 

into the wake without without forming a distinct vortex. The wake is wavy and mixed with 

no stream wise momentum to indicate thrust. 

As the Strouhal number is increased to 0.36 (Figure 4-17), the trailing edge dominates 

the wake structure by shedding two vortices per cycle in a reverse Karman street jet pattern. 

Small leading edge vortices form which are absorbed into the trailing edge wake. The 

staggered array of vortices is persistent for several wavelengths. Although this motion has 

the same angle of attack and Strouhal number as case fa02 (Figure 4-14), leading edge 

effects are much less important. 

Further increase of the Strouhal number generates the extremely strong jet wake shown 
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Figure 4-16: DPIV velocity data for case falO. Foil at maximum heave position. 
StTE = 0.10, ^ = 0.5, 0O = 0°, amax = 17.4°, 4> = 90°. 
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Figure 4-17: DPIV velocity data for case fall. Foil at maximum heave position. 
Sirs = 0.36, M - 0.50, 0O - 15°, cw, = 28.3°, ^ = 90°. 
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Figure 4-18: DPIV velocity data for case fal2. Foil at maximum heave position. 
StTE = 0.76, ^ = 0.5, 0O = 30°, amax = 24.8°, <f> = 90°. 

in Figure 4-18. This case illustrates the difficulty in defining an appropriate Strouhal num- 

ber. The Strouhal number is 0.45, 0.76 and 0.59 based on heave double amplitude, trailing 

edge excursion and wake width respectively. The wake vortex strength is nearly double 

that for case fall at roughly half the Strouhal number and approximately the same angle of 

attack. No leading edge separation is observed for this case although the angle of attack is 

24.8°. This result is in contrast to case fa07 (Figure 4-15) which has strong DSV formation 

and little trailing edge contribution for the same angle of attack and larger heave amplitude. 

Clearly, the curvature of the trajectory and the rate of change of the angle of attack play an 

important role in both leading and trailing edge effects. The jet wake for this case is very 

unstable spatially. The vortices are so highly energized that they tend to pair off and move 

away from the centerline. Slight adjustment (< 1°) of the pitch amplitude setting caused 

the pairs to move either up or down from the centerline. 

So far we have looked at low heave amplitude and high heave amplitude cases. Moderate 

heave amplitude (^ = 1.0) results are shown in Figures 4-19 through 4-21 for similar 

Strouhal numbers and angles of attack as in the previous cases. Figure 4-19 shows case fal3 

where the Strouhal number is 0.10. Although one strong vortex appears in the wake, it is a 

Kärmän type drag vortex which weakly mixes the wake. A sluggish separated region forms 
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Figure 4-19: DPIV velocity data for case fal3. Foil at maximum heave position. 
StTE = 0.10, 2A = i.o, 90 = 0°, amax = 17.4°, 4> = 90°. 

on the suction side of the foil which eventually moves into the wake. 

At Strouhal number 0.32 (Figure 4-20), a single leading edge vortex rolls along the foil 

and leaves the trailing edge smoothly at the peaks in the heave motion. The foil appears 

to slalom around the separated leading edge vortices without generating any trailing edge 

vorticity. 

As the Strouhal number is further increased to 0.55 (Figure 4-21), the jet pattern is 

amplified. Most of the vorticity is generated by the trailing edge which then combines with 

same signed leading edge vorticity. Again, an increase in the Strouhal number causes an 

increase in the strength of both the wake and stall vortices. 

4.6.3    Groups VII and VIII 

In groups VII and VIII we investigate the effect of changing the phase angle between heave 

and pitch. In all of the previous cases, the phase angle was 90° with pitch leading heave 

in time. Linear theory and most authors agree that this phase angle should yield the 

most thrust. However, the recent MIT experimental results indicate that there may be an 

unknown mechanism which enhances efficiency and depends on the phasing of the motion. 
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Figure 4-20: DPIV velocity data for case fal4. Foil at maximum heave position. 
StTE = 0.32, 24 = LOj e0 = 15°, amax = 28.3°, <f> = 90°. 
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Figure 4-21: DPIV velocity data for case fal5. Foil at maximum heave position, 
■ftri? = 0-55, 24 = 1.0, 60 = 30°, amar = 24.8°, 4> = 90°. 
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For large amplitude motions, the highest thrust cases (fa07 and fal2) both occur at 

StA = 0.45 so these are taken as the nominal cases from which the phase angle is varied. 

Two heave amplitudes are considered, ^ = 2.0 and 24 = 1.0, both with constant pitch 

amplitude 60 = 30°. The results for these are presented in Figures 4-23 through 4-28 and 

Figures 4-29 through 4-34 respectively. The trailing edge Strouhal number increases with 

increasing phase angle for a given heave and pitch amplitude. Hence, we expect the thrust 

to increase with increasing phase angle because the wake width increases. Conversely, when 

(f> < 90°, the angle of attack decreases with increasing phase angle which serves to lower 

the thrust generated. Above 90°, the angle of attack increases with increasing phase angle. 

These competing effects are not possible to separate with our apparatus. 

Figure 4-22 illustrates the effect of phase change on the foil trajectory and angle of 

attack profile. When the phase angle is 90°, the foil pitch changes sign when the heave 

cycle reaches its maxima. The angle of attack profile is a flattened sinusoid with the peaks 

centered over the heave zero crossings. When the phase angle is less than 90°, the foil 

trajectory is toed-out, meaning that when the heave reaches its maxima, the foil points 

outward. The angle of attack profile peaks distort and the zero crossings occur before the 

heave maxima. Conversely, when the phase angle is greater than 90°, the trajectory is 

toed-in, and the a(t) zero crossings occur after the heave maxima. The shape of the angle 

of attack profile and zero crossings affect the location and strength of shed vorticity, and 

hence, should be influenced by the phase angle. 

Figures 4-23 through 4-28 show the results for the large amplitude case. The 90° phase 

case is shown in Figure 4-15. The phase angle clearly affects the development and evolution 

of the dynamic stall vortex. For low phase angles (30 to 50°), the DSV forms and leaves 

the foil surface well before the position of maximum heave. This favors thrust development 

because the DSV contributes suction in the forward direction but is shed before it con- 

tributes to the drag when the foil pitch changes sign. As the phase angle is increased, the 

formation of the DSV is delayed further, causing the unfavorable condition of the DSV on 

the downstream side of the foil. 

Figures 4-29 through 4-34 and 4-21 show the ~ = 1.0 case. The same trend as in the 

higher amplitude case is observed: as the phase angle increases, the DSV development and 

shedding is delayed to a later point in the heave cycle. At the point of maximum heave, 

at <f> = 30° the stall vortex is located approximately at mid-foil.  As 4> is increased to 90°, 
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Figure 4-22: Foil trajectories and angle of attack phase relationship as a function of <f> for 
StA = 0.45, ^f- - 2.0, 60 = 30°. The dotted line indicates angle of attack relative magnitude 
and phase with respect to the motion. The phase angle affects both the angle of attack 
peak shape and zero crossings. 
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Figure 4-23: DPIV velocity data for case fal9. Foil at maximum heave position. 
StTE = 0.33, 44 = 2.0, 0O = 30°, ari 52.7°, <f> = 30°. 
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Figure 4-24: DPIV velocity data for case fa20. Foil at maximum heave position. 
StTE = 0.37, 24 = 2.0, 0O = 30°, amax = 42.4°, </> = 50°. 
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Figure 4-25: DPIV velocity data for case fa21. Foil at maximum heave position. 
StTE = 0.42, 2.0, 0O = 30°, an 32.2°, </> = 70° 
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Figure 4-26: DPIV velocity data for case fa34. Foil at maximum heave position. 
StTE = 0.48, 2A 2.0, 60 = 30°, amax = 28.0°, <j> = 100°. 
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Figure 4-27: DPIV velocity data for case fa33. Foil at maximum heave position. 
StTE = 0.48, 2A = 2.0, 0O = 30°, amax = 30.0°, 4> = 105°. 
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Figure 4-28: DPIV velocity data for case fa22. Foil at maximum heave position. 
StTE = 0.52, 2A = 2.0, eo - 30°, amax = 32.2°, <f> = 110°. 
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Figure 4-29: DPIV velocity data for case fa23. Foil at maximum heave position. 
StTE = 0.24, 2A = i.o, e0 = 30°, amax = 52.7°, <j> = 30°. 

the stall vortex is beginning to form near the nose. At higher phase angles, the stall vortex 

does not form until after the point of maximum heave. Again, this delay of stall acts to 

diminish the average thrust. 

The 24. = 1.0 case wakes are much more mixed than the larger amplitude case, especially 

for 4> > 90°. This happens because the same signed DSV and trailing edge vortices do not 

merge well in the near wake. Increasing the phase angle delays the shedding of the DSV 

enough that constructive merging with trailing edge generated vorticity is not synchronized. 

The resultant wake is comprised of stretched and distorted pairs which broaden and mix 

the wake. 

4.6.4    Group IX 

In group IX, we again vary the phase angle while holding other kinematic variables constant. 

The heave amplitude, pitch angle and Strouhal number coincide exactly with the values used 

in the M.I.T. experiments for the highest efficiency achieved. The purpose of these runs is 

to ascertain the flow mechanisms which influence thrust and efficiency variations by direct 

comparison to the M.I.T. experiments. 
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Figure 4-30: DPIV velocity data for case fa24. Foil at maximum heave position. 
StTE = 0.35, ^ = 1.0, 0O = 50°, a„ 42.4°, d> = 50°. 
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Figure 4-31: DPIV velocity data for case fa25. Foil at maximum heave position. 
St TE 0.45. 2A = .1.0, A«, = 30°, amax = 32.2°, cf> = 70°. 

128 



1.5- 

0.5- 

-0.5- 

-1.5 

-2 

 .«.«.wwWWVS  ww\w8 

—sv\u11Him" ■ ■ ■ 
~-sv ■'"  lituu//"'" —TV 

 ll um////""" 

v \\\^\^^^^- 

■vvvvwWVWW __, 

huwwvvx»:;''''''''//// "* 

 rttlW MIU\\i\vvv    ' ' 

 :;:;!::::::n::;rv-''"!"!!i   -V/MiMM 

""      . „ , « r .     . ' / J M 

WWWVWv 

1IHI \*\\\%,,, . 
n HMWW* , . . \\\\\\\\\\\\,.. 

f f MM t \r\Wi , . . 

f f 11 t\\ \ w \\\ > . , 
t t f t t 1 M \\ \»  .  .  ., 
<tfiti\\\\\\,,,, 
ItllllMVV  
f   I   t   1   <   )   <    I   I  

x/c 

Figure 4-32: DPIV velocity data for case fa30. Foil at maximum heave position. 
StTE = 0.55, 24. = i.o, e0 = 30°, amax = 28.0°, <f> = 100°. 
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Figure 4-33: DPIV velocity data for case fa32. Foil at maximum heave position. 
StTE = 0.55, ^ = 1.0, 0O = 30°, amax = 30.0°, <f> = 105°. 
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Figure 4-34: DPIV velocity data for case fa26. Foil at maximum heave position. 
StTE = 0.62, ^ = 1.0, 0O = 30°, amax = 32.2°, 0 = 110°. 

Figures 4-35 through 4-37 show the results for group IX. At <f> = 90° (Figure 4-35), 

the leading edge vortex is not yet well formed when the foil reaches the point of maximum 

heave. For <f> = 75° (Figure 4-36), the leading edge vortex forms much earlier and is well 

defined at the point of maximum heave. When <f> = 105° (Figure 4-37), dynamic stall is 

delayed until well after the point of maximum heave. 

To further explore the development of dynamic stall, the group IX experiments were 

repeated with the flow illuminated from the side which revealed the stall process without 

any shadows or obstructions. Figure 4-38 shows a sequence of velocity fields obtained for the 

case fa36 for roughly half an oscillation cycle. As noted in the previous results, the leading 

edge vortex does not organize until the foil is in its maximum heave position (t* = ^ = 0.25) 

when the pitch angle is zero. At this time, the stall vortex is roughly the same size as the 

foil. The DSV concentrates into a smaller, more organized vortex just before leaving the 

trailing edge at t* = 0.335. 

Figure 4-39 shows the fa37 case where the phase angle is reduced to 75°. Clearly, 

the dynamic stall proceeds more rapidly than in the 90° case. The DSV concentrates 

immediately after forming compared to the sluggishly organized bubble in the previous 

case.   The DSV leaves the foil at t* = 0.293, just as the foil pitch changes sign.   The 
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Figure 4-35: DPIV velocity data for case fa36. Foil at maximum heave position. StjE 
0.35, ^ = 1.5, 0O = 30°, amax = 15°, <f> = 90°. 
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Figure 4-36: DPIV velocity data for case fa37.  Foil at maximum heave position.  SITE 

0.31, ^ = 1.5, 0O = 30°, ar, 20.2°, <£ = 75°. 
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Figure 4-37: DPIV velocity data for case fa38.  Foil at maximum heave position.  SIJE 

0.38, ^ = 1.5, eo = 30°,amax = 20.2°, <£=105°. 

dynamics of the stall process in this case are clearly favorable compared to the 4> = 90° 

case. The well concentrated DSV is located such that it provides suction to contribute to 

the upstream thrust force and the vortex is shed before its suction contributes to the drag 

force. 

Figure 4-40 shows the temporal development of the fa38 case where the phase angle is 

increased to 105°. The DSV development is very similar to the <f> = 90° case, except that 

now, the DSV forms and departs the foil a little later in the cycle. The small increase in 

the angle of attack is evidenced by the more energetic and concentrated DSV. For instance, 

at the point of maximum heave («frame 7 in Figures 4-38 and 4-40), the DSV occupies the 

entire foil surface in the 90° case but only about a third of the foil surface in the 105° case. 

Here, the evolution of the DSV is unfavorable to the overall thrust as the separation of the 

vortex from the foil is delayed until t* = 0.377. 
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Figure 4-38: Velocity field sequence for fa36, StTE = 0.32, ^ = 1.5, 60 = 30°, </> = 90°. 
Sequence starts in upper left corner at f = ^ = 0, proceeds from left to right, top to 
bottom in increments At* = .042. The z-axis is adjusted such that the trailing edge is 
located at x = 0. 
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Figure 4-39: Velocity field sequence for fa37, 5<rß = 0.32, ^ = 1.5, 0o = 30°, </> = 75°. 
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Figure 4-40: Velocity field sequence for fa38, StTE = 0.32, ^ = 1.5, 60 = 30°, 4> = 105°. 
Sequence starts in upper left corner at i* = ^ = 0, proceeds from left to right, top to 
bottom in increments At* = .042. 
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4.7    Discussion 

4.7.1 Effect of phase angle 

Figure 4-41 summarizes the force coefficient variation with phase angle for groups VII and 

VIII. Figure 4-42 shows the corresponding wake width variation. In both amplitude cases, 

the force coefficient increases with increasing phase angle up to 90°. Above <j> = 90°, there is 

a moderate decrease in the force for 2£ = 2.0 and a marked 72% increase for ^ = 1.0. The 

drop in force coefficient at <j> = 100° and ^£ = 2.0 was verified by repeating that case. The 

same anomalous result was obtained. With respect to kinematics, there are two competing 

force contributing factors which vary with the phase angle. First, the trailing edge Strouhal 

number increases with increasing phase angle. Also, up to <j> = 90°, the angle of attack 

decreases with increasing phase, and after 90°, it increases. 

The wake size grows nearly linearly with phase for both the ^ = 1.0 and 2.0 cases. 

Interestingly, the ^ = 1.0 case achieves higher thrust for <f> > 90° compared to the 2.0 case, 

yet has a much narrower wake. The lower amplitude case jet is more concentrated near the 

centerline and more energetic. 

The rate of dynamic stall development depends on the phase angle. At high phase 

angles, leading edge separation is delayed later in the cycle. Figure 4-43 shows this by 

plotting the position of the DSV on the foil surface at the heave maximum for the three 

amplitudes studied. If the DSV sheds before the foil pitches downward, the stall vortex will 

only contribute to thrust, not drag. If the DSV develops later, it will remain attached to 

the foil during the downstroke and thus add to the drag of the foil. The best performance 

occurs for 70° < <fi < 90° because the DSV is favorably positioned and the thrust coefficient 

is high. Phase angle has greater influence over the DSV position in the higher amplitude 

cases. 

4.7.2 Thrust force 

Figure 4-44 shows how the momentum analysis force coefficients compare with the M.I.T. 

data from Figure 4-1 for the 90° phase angle cases. Results for all amplitudes are plotted 

although the M.I.T. data are for — = 1.5 only. Although meant to be a general comparison 

due to the difference in amplitudes, our force coefficients are the same order of magnitude as 

the M.I.T. data and reflect the same trends across the parameter space. The force coefficient 
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Figure 4-41: Thrust coefficient variation with phase angle for ^ = 1.0,2.0. The kinematic 
data for these runs are listed in Table 4.1. 
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Figure 4-42: Wake width variation with phase angle for — = 1.0,2.0. The kinematic data 
for these runs are listed in Table 4.1. 
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110 

Figure 4-43: Stall vortex location along the foil at the position of maximum heave as a 
function of phase angle. X/c is the chordwise position of the DSV along the foil with 
respect to the trailing edge. Negative numbers indicate a DSV that has left the foil surface. 

increases both with Strouhal number and angle of attack. Even results outside of the M.I.T. 

parameter space qualitatively agree with the shape of the force coefficient curves. 

Table 4.3 compares our data with data inferred from the M.I.T. data using bilinear 

interpolation to match Strouhal number and angle of attack. Contrary to the force mea- 

surements, for very low Strouhal numbers (0.1 - 0.15) or low angle of attack (< 5°), we 

observed a drag wake where the force measurements indicate small thrust is generated. For 

the one case where our heave amplitude is the same as that for the M.I.T. data, — = 1.5, 

our measurement compares very well, overpredicting the force measurement by only 9%. 

4.7.3    Wake structure 

In the course of our experiments we have seen a variety of wake patterns which occur 

throughout the parameter space. Figure 4-45 summarizes the wake patterns as a function 

of trailing edge Strouhal number and angle of attack for large heave amplitude. We divide 

the St - <ymax plane into regions of distinct wake patterns, with our observations labeled 

with point markers which follow the convention in Figure 4-9. 

In region A, the wake is a loosely organized Karmän street along the path of the trailing 
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Figure 4-44: Experimental thrust coefficient as a function of maximum angle of attack and 
trailing edge Strouhal number. M.I.T. data at ^ = 1.5 are marked with 'o' marks and V 
marks indicate the new results using momentum analysis for — = 0.5, 1.0, 1.5 and 2.0. 
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case M 
c Cf 

2A * 
c cs 

fa 04 2.0 0 1.5 0.06 

fa 05 2.0 0 1.5 0.06 

fa06 2.0 0 1.5 NIS 
fal6 2.0 0 1.5 0.10 

fal7 2.0 0 1.5 0.21 

fal8 2.0 0 1.5 0.13 

faOl 2.0 1.04 1.5 NIS 
fa02 2.0 1.20 1.5 0.75 

fa03 2.0 0.28 1.5 0.48 

fa07 2.0 2.98 1.5 1.64 

fa08 2.0 1.95 1.5 0.85 

fa09 2.0 0 1.5 NIS 
falO 0.5 0 1.5 0.06 

fall 0.5 0.77 1.5 0.88 

fal2 0.5 2.93 1.5 NIS 
fal3 1.0 0 1.5 0.06 

fa 14 1.0 1.16 1.5 0.96 

fal5 1.0 1.86 1.5 1.92 

fa36 1.5 0.70 1.5 0.64 

Table 4.3: Comparison of force coefficient results with M.I.T. data. Cj is calculated with 
momentum analysis, CJ is inferred by linear interpolation of direct force measurements at 

—* = 1.5. Most of our measurements were done at ^ = 2.0, a different amplitude than the 
force measurements. NIS indicates that our experiment lies outside the force measurement 
parameter space. 
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edge. In B, a Karman street forms as in region A, but in addition we see a sluggishly 

organized leading edge vortex, even at low angles of attack. In C, two leading edge vortices 

are shed per period forming a jet wake. Contrary to our expectations, distinct vortices do 

not form at the trailing edge. Rather, small vortices organize in the shear layer emanating 

from the trailing edge. In region D, four vortices are shed per cycle, two originating from 

the leading edge and two from the trailing edge, which pair to form a mixed wake. In E, 

four vortices per cycle form which all originate from the trailing edge. In region F where 

the angle of attack is extremely high (amax > 50°), piston type shedding from both edges 

produces a mixed wake. 

From Figure 4-45 it is readily surmised that for large amplitude motions (—- = 2.0), 

distinct jet patterns form in a large region of the parameter space: 0.3 < St < 0.5 and 

13° < amax < 36°. For this heave amplitude, all of these jet patterns are comprised of 

vortices formed by leading edge separation. 

At lower heave amplitudes, the wake pattern map of Figure 4-45 changes. For ~ = 1.0, 

we begin to see slight leading edge separation in region A. Region C still produces jets 

dominated by two leading edge vortices per cycle. However, trailing edge shedding begins 

to contribute to the jet wake by combining with the leading edge vortices. The merging 

process is synchronized such that in the near wake, same signed trailing and leading edge 

vortices immediately coalesce into one vortex. The upper Strouhal number bound of region 

C moves to 0.55, because for this amplitude the shape of the angle of attack is still a 

flattened sinusoid, and not multi-peaked as in the — = 2.0 case. 

For very low heave amplitude (— = 0.5), the trailing edge dominates jet formation in 

region C rather than the leading edge as in the other cases. For this amplitude, region C 

extends out to St — 0.76. Again, this is due to the fact that the angle of attack profile 

remains a flattened sinusoid for this case. 

The switch from leading edge to trailing edge generated vorticity when the heave ampli- 

tude is reduced is explained by looking at the rate of change of the angle of attack, ft*. In 

the ^- = 0.5 cases, the reduced frequency is high enough that the rotation of the foil dom- 

inates the dynamic stall process (Ohmi et al. [82, 83]). Consider the case of a foil heaving 

upwards such that the pressure side of the foil faces the heave direction. Because the flow is 

dominated by the rotation and not the translating flow, pitching up of the foil will encourage 

development of a stall vortex and pitching down will restrain vortex development.  When 
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Figure 4-45: Wake patterns as a function of Strouhal number and angle of attack for 
— = 2.0. The point markers mark the location of our experiments and follow the convention 
in Figure 4-9 with respect to the shape of the angle of attack profile. 
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the phase angle is 90°, the foil pitch is declining to zero as the foil approaches the heave 

maximum, acting to restrain stall vortex growth. This scenario applies for all the heave 

amplitude cases. However, when the heave amplitude is very low, the rate of change of the 

angle of attack is much larger for a given Strouhal number. The pitch rate is sufficiently 

high to completely restrain leading edge vortex development. Visbal and Shang [125] noted 

the same behavior that increasing in the pitch rate towards the suction side of the foil delays 

the stall process. 

4.7.4    Multiple vortices per cycle 

In nearly all of our observations, the foil sheds two vortices per oscillation cycle, either from 

the trailing or leading edge. Multiple vortex shedding occurred only in cases fa08 and fa09, 

where the angle of attack profile was multi-peaked (Table 4.1) and the Strouhal number 

was moderately high (St ss 0.5). In case fa08, the angle of attack profile is a flattened 

sinusoid with added peaks at the corners of the main peak, reminiscent of Gibbs' "ringing" 

phenomenon. The wake consists of four vortices per cycle, two from the leading edge and 

two from the trailing edge. The leading edge vortices form when fi* goes to zero at the main 

angle of attack peak (twice per cycle). The trailing edge vortices form when the angle of 

attack changes sign (twice per cycle). The vortices pair to form a mixed wake as indicated 

in the region D diagram in Figure 4-45. 

Case fa09 is fundamentally different than case fa08 in that the angle of attack is low 

enough (amax = 5°) that leading edge separation does not occur. The angle of attack profile 

is triple-peaked which means that there are three cycles of a(t) per heave cycle. A small 

trailing edge vortex forms each time the angle of attack changes sign. These vortices pair 

to form a mixed wake which does not produce thrust. 

Other authors have observed stable multiple vortex (> 2) shedding modes for small 

amplitude oscillations in pitch only. Koochesfahani [57, 58] observed four and six vortices 

per cycle for foils pitching only with small angles of attack (amax = 4°) and low Strouhal 

number (0.1). Bratt [17] also observed the four vortex cycle at low frequencies for a foil 

pitching less than 1°. In these cases, the angle of attack profile smoothly varies as a sinusoid 

and does not have additional angle of attack sign changes or rapid variations to initiate 

vortex shedding. Thus, it seems that in these cases, the multiple vortices are related to 

a shear layer instability.  Although these cases are interesting, they are not significant for 
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thrust production. 

4.8     Conclusions 

In this chapter, we began with a simple goal: to survey flapping foil wakes and ascertain 

the relationship between wake structure and thrust generation. We conducted an array 

of experiments, spanning the parameter space in four dominant kinematic variables: heave 

amplitude, wake Strouhal number, maximum angle of attack and phase angle between heave 

and pitch. For each experimental case, we identified the wake structure, the strength of wake 

vortices and the thrust coefficient. Our experiments uncovered a myriad of wake patterns 

which include leading edge separation and reattachment, trailing edge vortex generation 

and bluff body type drag wakes. 

The propulsive performance of a flapping foil is influenced significantly by the kine- 

matics, and hence so is the wake structure. We can make the following conclusions about 

flapping foil performance: 

• For high efficiency and high thrust conditions, the reverse Kärman street wake pattern 

is ubiquitous. 

• Leading edge separation significantly affects, and often dominates, the wake structure. 

Leading edge separation occurs for a wide range of Strouhal numbers and for angles 

of attack as low as 10°. 

• Thrust and wake vortex strength increase with increasing Strouhal number and angle 

of attack. 

• The shape of the angle of attack profile significantly influences wake structure. Sinu- 

soid and square wave profiles produce the cleanest wakes with two vortices shed per 

cycle. Multiple peaks in the angle of attack profile cause additional shedding which 

mixes the wake. 

• The phase angle influences the development of dynamic stall vortices which affects 

overall thrust generation. Favorable placement of the dynamic stall vortices during 

the oscillation cycle is possible at phase angles below 90°. 
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• The rate of change of the angle of attack affects the formation of leading edge vortices. 

At low amplitudes, the rate of change of angle of attack is high enough to completely 

restrain dynamic stall. 

Our experiments have revealed the complexity of wake structure that was previously 

unexpected. Future work in this area looks promising, especially in the manipulation of 

the stall process for maximum efficiency. Although our experiments were conducted at a 

moderately low Reynolds number, the stall process appears not to vary significantly with 

Reynolds number. The location and time of initial boundary layer breakup are asymptot- 

ically independent of Reynolds number [29]. Increased Reynolds number would certainly 

affect shedding at the trailing edge due to thickening of the boundary layer in that re- 

gion. We hope to be able to do experiments in the future with simultaneous DPIV and 

force/efficiency measurements at Reynolds numbers more appropriate to engineering appli- 

cations. 
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Chapter 5 

Vorticity control for enhanced propulsive 

efficiency 

5.1 Introduction 

In this chapter, we address the concept of vortex control for the purpose of efficiency en- 

hancement and drag reduction. We begin by presenting experimental results for a new 

kind of vortex generator. A D-section cylinder heaving in the transverse direction generates 

an array of vortices resembling a Karman vortex street in form. An oscillating foil placed 

inside this vortex street can manipulate the cylinder vortices through several mechanisms. 

Cylinder vortices are moved due to suction forces from the foil motion; they can be rein- 

forced, annihilated or paired with foil vortices to produce a variety of wake patterns. In 

this chapter we present DPIV results for an array of experiments using a flapping foil to 

control upstream vorticity in the form of a drag wake. 

5.2 Background 

Our motivation for this chapter stems primarily from two recent works at the Massachusetts 

Institute of Technology. In 1993, Gopalkrishnan [38, 39] studied the interaction of a low 

angle of attack flapping foil with an oncoming vortex street generated by a D-cylinder. 

Visualizations were done at cylinder Reynolds number Rj = 540 which revealed distinct 

interaction modes between the cylinder vortex street and vorticity generated by the flapping 

foil. Force measurements at Rd « 2 x 105 confirmed that the efficiency of the tandem 

arrangement depends on interaction kinematics. 
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Gopalkrishnan used Kalliroscopic fluid (see Chapter 3 for description) in a shallow tank 

with the same towing carriage and oscillation apparatus used in our own experiments. A 

systematic search of the parameter space showed that the spacing between the cylinder and 

foil, that is, the phasing of the foil encounter with respect to the cylinder vortex street is 

the dominant parameter. 

Three distinct wake interaction modes were identified and are shown schematically in 

Figure 5-1. One arrangement generates a wake in which the cylinder vortices pair with 

oppositely signed foil vortices. The pairs' mutual induction moves them away from the 

centerline in "mushroom" patterns, broadening the wake. A second interesting mode occurs 

when the cylinder vortices join with oppositely signed foil vortices and destructively merge. 

The resulting weak vortices remain near the wake centerline, indicating that neither thrust 

nor drag are generated. The third distinct mode is the opposite case: cylinder vortices join 

same signed foil vortices in a constructive arrangement to produce an energetic vortex array 

along the centerline. 

Gopalkrishnan's force and efficiency measurements indicate that the destructive arrange- 

ment corresponds to a peak in the system efficiency. Likewise, the constructive and pairing 

modes have low efficiency. The destructive case presents us with an interesting concept in 

flow (vortex) control. In the presence of upstream vorticity from a drag producing body, 

an oscillating foil in the wake can recover the drag vortices, reducing the overall drag and 

perhaps producing efficient thrust in the process. This concept is the motivation for our 

experimental survey of vortex control using a flapping foil. 

Streitlien [112, 113], also motivated by the intriguing results of Gopalkrishnan [38, 39], 

simulated a flapping foil in the presence of upstream vorticity. Using a potential flow based 

code, Streitlien generated upstream unsteadiness by introducing bundles of point vortices 

in a simulated Kärmän vortex street. Both destructive and constructive merging modes 

were observed depending on the encounter phase of the foil with respect to the upstream 

vortices. Destructive merging occurs when the foil intercepts the upstream vortices head 

on, and constructive merging when the foil slaloms to avoid the upstream vortices. The 

highest efficiency occurs for the destructive mode in which the foil is heavily loaded, yet 

produces the most reduced wake signature. 

The interaction of a foil with impinging vorticity is a classic problem in aerodynamics 

in the blade-vortex-interaction (BVI) problem.   In rotorcraft, the blades operate in each 
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Figure 5-1: Wake interaction modes observed by Gopalkrishnan (1993, 1994) for tandem 
D-cylinder and foil, (a) vortex pairing: cylinder and foil vortices of opposite signs combine 
to form vortex pairs, (b) destructive merging: oppositely signed vortices combine and 
annihilate each other and diminish the wake, (c) constructive merging: same signed vortices 
merge to form an energetic wake. 

others wakes: the tip vortex from the previous blade is ingested by the rotor disk and 

comes in close proximity to the next blade. This loads the blade generating an impulsive 

noise. Acoustic research has shown that the most intensive noise pulse occurs when the 

vortex is parallel to the blade span. Thus, several researchers have concentrated on this 

2-D BVI problem. 

Experiments in passive (stationary blade) BVI problems have revealed several possible 

interactions. Swirydczuk [114] observed "interactional" vortices develop in the wake of 

the blade in the opposite orientation of the incident vortex, causing the incident vortex 

to disintegrate. Booth et al. [14, 12, 13] observed variation in incident vortex trajectory, 

size and shape, depending on the interaction kinematics. Vortex bursting and splitting 

were observed, with part of the original vortex continuing on weakly while other pieces 

disintegrate. Robinson et al. [93] studied the problem of tandem airfoils noting a myriad 

of "tandem vortex complexes" incorporating leading edge and trailing edge vortices. In 

summary, the research in BVI has demonstrated that a variety of wake interactions can 

occur, dramatically changing the wake structure and loading on the foil. 
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An interesting application of active wake control is presented by Koochesfahani and 

Dimotakis [59]. They demonstrate that it is possible to cancel the effects of an externally 

generated disturbance in a fully developed shear layer using a pitching foil and feedback 

control. Proper selection of phase and amplitude of a pitching control foil located down- 

stream of a forcing foil can effectively cancel the disturbances introduced by the forcing 

foil. 

5.3    The D-cylinder as a vortex generator 

In this section we investigate the wake behind an oscillating half cylinder or "D-cylinder" 

as a vortex generator. We begin by quantifying the wake structure as a function of the 

cylinder kinematics. A D-cylinder oriented with the fiat face pointed downstream has 

fixed separation points at the corners. Unlike whole cylinder shedding, the sharp corners 

severe the separating shear layer into discrete patches of vorticity. When oscillated, the 

vortex shedding synchronizes to the motion of the cylinder and the resultant wake is a well 

organized staggered array of oppositely signed vortices. 

Several authors have studied vortex shedding from oscillating circular cylinders [8, 103, 

111, 138]. Lateral oscillations can synchronize the natural vortex shedding to the oscillation 

frequency at frequencies roughly 30% below and 20% above the natural shedding frequency 

according to Honji and Taneda [48]. The wake structure depends heavily on the frequency 

and amplitude of the oscillation. Zdravkovich [148] concluded that the shed vortex forms 

when the cylinder is near the maximum amplitude on the opposite side to the vortex when 

the frequency is in the lower synchronization range and on the same side for the higher 

synchronization range. 

Few researchers have studied D-section cylinders because as a bluff body they are rather 

uninteresting. Simmons [110] studied the turbulent wake of a wide D-shaped cylinder 

comprised of a half cylinder and and square rear section. As in our experiments, Simmons 

was interested in strong shedding to verify his hot-wire technique to measure the convection 

speed of wake vortices. 
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5.3.1    Definitions 

We consider sinusoidal heave of the D-cylinder with amplitude A and frequency / referenced 

to the center of the cylinder as if it were whole 

y(t) = A sin(2xft) (5.1) 

The natural shedding frequency of a stationary cylinder, fs, is given by the Strouhal 

number based on the cylinder diameter 

Std = *£■ (5.2) 

where U is the tow speed. For a circular cylinder, the Strouhal number is nearly constant 

at 0.2 for Reynolds numbers from 200 to 105 [11]. For a stationary D-cylinder, the Strouhal 

number for natural shedding was measured by Gopalkrishnan [39] to be approximately 0.19 

for Reynolds numbers from 300 to 650. We expect the best vortex streets to occur when 

the cylinder oscillation frequency is near the natural shedding frequency. We also define an 

oscillation Strouhal number based on the amplitude of heave 

StA = -jf- (5.3) 

Experiments were done in the DPIV and visualization tank (Figure 4-7) with the oscilla- 

tion apparatus described in Chapter 4. As in previous studies, the laser sheet was oriented 

in the horizontal plane at the tank mid-depth. DPIV measurements of the velocity field 

were made over a range of amplitudes and frequencies. The 1.91 cm diameter D-cylinder 

was machined out of aluminum and anodized to a flat black finish. The corners of the flat 

face were left unchamfered to give relatively sharp shedding points. No special attention 

was given to the cylinder surface except that it was free of macroscopic defects. The cylin- 

der length is large (37.3 diameters) to guarantee strong shedding correlation over most of 

the length. One end of the cylinder was free near the tank bottom and the other pierced 

the free surface and attached to the oscillation mechanism. No endplate was used on the 

free end. 

The double amplitude was varied between zero and four diameters at frequencies from 

zero to 0.6 Hz.   The tow speed was fixed at U = 2.82 ^ (ss 1.5 diameters per second) 
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or Reynolds number Rd = 540. The cylinder was started from rest in a still tank at least 

50 diameters away from the DPIV viewing area. Hence, the wake is expected to be fully 

developed in the viewing area. As in previous chapters, all data are presented in the inertial 

reference frame with near-body and shadowed regions removed. 

Figure 5-2 is a schematic diagram of the D-cylinder and its wake. We expect the wake 

structure to depend on the amplitude and frequency of oscillation, the tow speed and the 

cylinder diameter. The wake parameters of interest are the streamwise spacing between 

same-side vortices s, the wake width h, the circulation of the vortices F, and the velocity 

defect behind the cylinder ü. 

Table 5.1 summarizes the parameter space and results of the oscillation experiments. 

The last column indicates whether or not the vortex array remains rectangular or tends to 

spread laterally downstream. The streamwise spacing of vortices is normalized with respect 

to the spatial wavelength of the motion, A = H-. The average circulation of the wake 

vortices f is computed by averaging the circulation of each of the four most recently shed 

vortices. The circulations of individual vortices are integrated along circular contours using 

equation (2.5). The radius of the integration contour is that radius where the maximum 

circulation occurs, or 2 cm (« d), whichever is smaller. 

The average wake defect velocity ü is computed by averaging the horizontal velocity com- 

ponent at twenty spatial locations over one wavelength, starting one diameter downstream 

of the cylinder. Temporal variations in the wake defect are neglected. The drag coefficient 

CD is computed using the same momentum flux integral approach used in Chapter 4. The 

2-D drag coefficient is defined in the usual way for unit span 

CD = ^— (5.4) 

Figures 5-3 and 5-4 show the velocity field and vorticity contours for case cyl03 where the 

cylinder heaves with double amplitude ^j- = 1.0 and cylinder Strouhal number Std = 0.27. 

In the figures, the cylinder has traveled from left to right and is shown in its actual position 

near the centerline of motion moving upwards. This motion produces a strong staggered 

array of discrete vortices. 

Figure 5-5 summarizes the performance of the oscillations as a function of heave ampli- 
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Figure 5-2: Schematic diagram of D-cylinder motion and wake structure 

case 2A 
d / 

(Hz) 
StA 

Ml 
u 

Std 

<LL 
u 

A 
h 
d 

1 — 1 
1 U \jjiax 

r 
U d CD vortex 

street 

divergent 

cylOl 0 0 0 0 - - - - - poor - 
cyl02 1.0 0.2 0.14 0.14 - - 0.20 - 1.5 poor - 
cyl03 1.0 0.4 0.27 0.27 0.59 2.0 0.98 2.3 3.0 excellent no 
cyll4 1.0 0.5 0.34 0.34 0.56 2.1 0.90 2.2 0.6 excellent no 
cyl04 1.0 0.6 0.41 0.41 0.70 2.4 0.94 2.0 1.6 excellent no 
cyl05 2.0 0.2 0.27 0.14 - - 0.32 - 2.7 poor - 
cyl06 2.0 0.4 0.54 0.27 0.67 3.6 0.90 2.7 5.4 excellent slight 
cyll5 2.0 0.5 0.68 0.34 0.73 3.8 0.70 2.1 4.6 excellent no 
cyl07 2.0 0.6 0.81 0.41 0.84 3.6 0.89 2.0 4.5 excellent no 
cyl08 3.0 0.2 0.41 0.14 - - 0.31 - 2.7 poor - 
cyl09 3.0 0.4 0.81 0.27 0.92 5.1 0.96 2.9 6.0 good yes 
cyll6 3.0 0.5 1.02 0.34 0.89 6.1 1.11 1.8 7.1 good no 
cyllO 3.0 0.6 1.22 0.41 1.02 5.1 0.90 2.0 6.7 good yes 
cylll 4.0 0.2 0.54 0.14 - - 0.17 - 0.5 poor - 
cyll2 4.0 0.4 1.08 0.27 0.79 6.0 1.14 2.5 8.4 mediocre yes 
cyll3 4.0 0.6 1.63 0.41 - - - - - poor - 

Table 5.1: Summary of D-cylinder experiments and results for d = 1.91 cm and Rj, = 540. 
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tude and the heave velocity to tow speed ratio given as 

\y(t)\      2*fA 
U U 

= 7T StA (5.5) 

Figure 5-5 clearly shows a region in the parameter space where the vortex generator performs 

well. If the frequency is too low, the wake fails to organize. The fluid immediately behind the 

cylinder follows the cylinder without forming distinct vortices. However, when the frequency 

is increased sufficiently, an organized wake forms which persists for 3 to 4 wavelengths 

downstream. 

Figure 5-5 also shows that successful vortex generation depends heavily on the heave 

amplitude. At large heave amplitudes, ^ > 3, the D-cylinder fails as a vortex generator 

due to vortex shedding in the transverse direction. These vortices disrupt the streamwise 

wake structure. Interestingly, the best amplitude and frequency combination occurs along 

the line ^j- = IT St A up to ^j- K 3. In another form, this requires that TT Stj « 1 for good 

vortex generation. 

Table 5.1 also shows that the wake parameters are highly variable. First, the streamwise 

spacing between vortices is not equal to the wavelength of the motion; the vortices convect 

with the cylinder. As the amplitude of heave increases up to ^ = 3.0, the spacing between 

vortices approaches one wavelength. Interestingly, the wake defect velocity varies between 

0.76 U and 1.04 U with no apparent correlation to frequency or amplitude. This may be 

due to the lack of a good statistical sample. 

The wake width h depends linearly on the heave amplitude with no apparent correlation 

to the frequency of oscillation. The strengths of the vortices f are roughly the same for 

all runs. Small variations between runs do not correlate to frequency or amplitude and are 

likely due again to the small statistical sample. One explanation is that the vortex strength 

is likely governed by the Reynolds number and not the transverse motion. 

Figure 5-6 shows the variation of the drag coefficient as a function of cylinder Strouhal 

number Std = jj and double amplitude of oscillation. Here, / is the frequency of the motion 

rather than the natural shedding frequency of the cylinder. In all of our experiments, the 

shedding frequency is locked onto the oscillation frequency. The drag coefficient of a steady 

non-oscillating D-cylinder is given by Hoerner [47] to be 1.16 at R^ = 2000. This is the 

value indicated in Figure 5-6 at zero amplitude. 
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Figure 5-3: Oscillating D-cylinder velocity field. # = 1.0, S^ = 0.27 
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Figure 5-4: Oscillating D-cylinder vorticity contours. ^ = 1.0, 5"^ = 0.27. Contour levels 
are from -10.0 to 10.0 ^ in 1.0 ^ increments excluding the zero contour. 
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Figure 5-5: Performance of oscillating D-cylinder as a vortex generator as a function of 
heave amplitude and 7r St A, the ratio of heave velocity to tow speed. The plotted lines 
bound the region of good performance. 
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As one would expect, the drag increases with increasing amplitude because the wake 

widens. The drag coefficient exceeds the steady drag by several factors even at moderate 

heave amplitudes. Interestingly, the drag decreases from the steady value for low heave 

amplitude and Strouhal number equal to 0.34. This particular case was verified directly 

against a force measurement made at the Massachusetts Institute of Technology Ocean En- 

gineering Testing Tank. My colleague Scott Miller was helpful in performing an experiment 

corresponding to the case cyll4 in Table 5.1 at Rd = 5700 using the virtual cable testing 

apparatus (VCTA) in the large towing tank. 

A wooden D-cylinder section with 2.54 cm diameter and 0.6 m span was suspended 

horizontally underwater via two faired surface-piercing struts attached to an oscillation 

apparatus and towing carriage. The cylinder section was equipped with large circular end- 

plates and a precision piezoelectric force sensor. The entire VCTA structure was sinusoidally 

oscillated in heave with amplitude ^ = 1.0 and Strouhal number equal to 0.34, while trans- 

lating at 0.224 f. Details of the VCTA and the M.I.T. Ocean Engineering Testing Tank 

are provided in Miller [74]. 

The drag coefficient obtained by momentum flux considerations compares very well with 

the actual force measurement. Our momentum method predicts a drag coefficient within the 

standard deviation of the experimental data. This verifies that momentum flux dominates 

equation (4.5), rather than the time rate of change of momentum within the control volume 

or the unsteady pressure along the control volume boundaries. 

In conclusion, the D-cylinder is an excellent vortex generator over a range of heave 

amplitudes and frequencies. The best vortex generation occurs for double heave amplitude 

between one and three diameters and cylinder Strouhal numbers near 0.3. Oscillation of the 

cylinder organizes the shed vorticity into a well ordered array of counter-rotating discrete 

vortices. 

5.4     Cylinder-foil tandem arrangements 

Our strategy for studying tandem cylinder-foil arrangements is based on our previous studies 

of flapping foils (Chapter 4) and the D-cylinder as a vortex generator. Previous work by 

Gopalkrishnan [38, 39] and Streitlien [112, 113] indicate that the dominant parameter is the 

spatial phase relationship between the upstream vortices and the foil motion.   Hence, we 
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Figure 5-6: Drag coefficient of an oscillating D-cylinder as a function of Strouhal number 
and amplitude. The V values indicate force measurements from Hoerner (1965) with no 
oscillation and our own measurement at Std = 0.34 and -j- = 1.0. 
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began our survey by fixing the cylinder and foil motion, and varying the vortex encounter 

phasing by adjusting the spacing between the cylinder and foil. The cylinder and foil models 

are the same as those used in previous experiments already described. The foil chord to 

cylinder diameter ratio was fixed at | = 2.0 which worked well in previous studies by 

Gopalkrishnan [39]. The magnitude of the vorticity generated by the cylinder and foil are 

similar in strength and should produce interesting interactions. 

The cylinder and foil were mounted in tandem as shown in Figure 5-1 on the same 

oscillation apparatus used in previous experiments. The apparatus requires that the foil and 

cylinder heave with the same amplitude and frequency. Hence, we must consider appropriate 

motions for both cylinder and foil concurrently in the choice of experiments. The cylinder 

performs best at double amplitudes between one and three diameters and at frequencies 

where irStd ~ 1. The foil performs well over a variety of frequencies and amplitudes with 

the angle of attack dominating the performance. So, we began by specifying a good vortex 

generator: amplitude ratio ^ = 2.0 and Stj = 0.25. This gives foil parameters — = 1.0 

and StA = 0.50 which are acceptable foil motions for good vortex and jet wake production. 

Figure 5-7 and 5-8 show the DPIV velocity and vorticity data for this vortex generator 

(case vcl) without the foil present as viewed in the inertial frame. The wake is wide and 

consistent with average width h = 3.6 d and lateral spacing between same side vortices 

j = 0.70. The average velocity defect is 0.87 U and the average convection speed of the 

vortices is 0.27 U. The drag coefficient, normalized with respect to the foil chord here 

instead of the cylinder diameter, is equal to 2.9. 

We investigated the interaction of the D-cylinder wake with two foil motions which have 

pitch angles 90 = 30° and 15° and constant phase angle <j> = 90°. The maximum angles of 

attack for these motions without considering the effect of the cylinder wake are 28° and 43° 

respectively. Figures 5-9 through 5-12 show the velocity and vorticity fields for these cases 

of the foil alone. In the lower angle of attack case (vc2), the wake is typical of the results 

of Chapter 4. A small dynamic stall vortex (DSV) forms and immediately merges with the 

same signed trailing edge vorticity (TEV) forming a reverse Karman street. The vortices 

are well formed and persist for several wavelengths of the motion. This motion generates 

large thrust (Cj = 3.3) because of the high angle of attack and Strouhal number. 

In the higher angle of attack case (vc8), the wake strengthens as expected. The DSV 

is much more energetic and does not immediately merge into the TEV as in the previous 
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Figure 5-7: Oscillating D-cylinder velocity field for case vcl. ^A = 2.0, Std — 0.25 
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Figure 5-8: Oscillating D-cylinder vorticity field for case vcl. ^j- = 2.0, «Sij = 0.25. Contour 
levels are from -10.0 to 10.0 in 1.0 - increments excluding the zero contour. 
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case Bo G 
Cf r u-U 

u 
h 
c interaction wake 

(°) mode interaction 

vcl - - -2.9 1.5 0.87 1.80 _ . 
(cyl only) 

vc2 30 - 3.3 2.2 0.77 0.89 _ 
(foil only) 

vc3 30 1.00 2.5 3.1 0.83 0.37 interception t], bi 
vc4 30 1.25 1.9 2.8 0.87 0.38 slalom t3, b3 
vc5 30 1.50 2.7 2.6 0.69 0.37 combination t3, ^ 
vc6 30 0.75 1.3 2.6 0.68 0.45 interception U, bi 
vc7 30 0.50 1.3 2.5 0.47 0.42 slalom t3, b3 
vc8 15 - 3.8 2.9 1.11 0.92 _ . 

(foil only) 
vc9 15 1.00 2.8 3.9 1.04 1.14 interception t2,  b2 

vclO 15 1.25 2.4 3.5 1.08 0.42 slalom t3, b3 
veil 15 1.50 1.8 3.3 0.82 0.72 combination t4, b4 
vcl2 15 0.75 1.8   1 3.9 0.96       0.60  1 interception t-i, b2 

Table 5.2: Vortex control experiments at StA = 0.50, ^ = 1.0 and <f> = 90°. The spacing 
between the foil pivot point and the cylinder center a is normalized by the wavelength of 
the motion A = ^. Interaction structure for top ('t') and bottom ('b') row cylinder vortices 
are indicated with subscripts: 1 - annihilation by stretching, 2 - constructive merging with 
foil dynamic stall vortex (DSV), 3 - constructive merging with same signed trailing edge 
vorticity (TEV) and 4 - destructive merging with oppositely signed shear layer. 

case. The same signed DSV and TEV rotate about one another while merging in the near 

wake. This is shown clearly in the vorticity contours in Figure 5-12. The two vortices merge 

quickly into a single vortex in less than a half a period of the motion. The thrust coefficient 

increases to 3.8 which is a modest gain considering the large increase in angle of attack. 

Table 5.2 summarizes the experimental space and results for the tandem cylinder-foil 

experiments. The vortex encounter phasing was adjusted by varying the spacing, a, between 

the foil pivot point and the cylinder center. The spacing was varied between 0.5 A and 1.5 A 

in 0.25 A increments where A is the wavelength of the motion in space. When the spacing 

is 0.5 A or less, the foil begins to suppress the cylinder shedding. Cases vc3 through vc7 

correspond to the lower angle of attack foil motion and cases vc9 through vcl2 to the high 

angle of attack motion. 

Our goal in these experiments is to study the interactions between a flapping foil and 

oncoming discrete vortices. Ideally, we would like to superpose the flow field of the cylinder 

alone and the foil alone and observe the interactions. Unfortunately, the presence of the foil 
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suppresses cylinder shedding and the cylinder wake alters the inflow conditions to the foil, 

effectively increasing the apparent angle of attack. Another significant complication is the 

fact that the cylinder wake streamwise wavelength s is not equal to the motion wavelength 

A. In other words, the encounter frequency of the cylinder vortices does not equal the foil 

motion frequency which causes the foil to encounter top row cylinder vortices differently 

than bottom row vortices. Consequently, different wake interactions occur. We consider this 

fortuitous, because it enabled us to observe a wider variety of encounters and interactions. 

5.4.1     Results and discussion 

The value of a determines the interaction mode by controlling how the foil encounters the 

cylinder vortices. For a = 0.75 and 1.00, the foil comes very close to the cylinder vortices 

and we refer to this as an interception mode. Alternatively, when a = 0.50 or 1.25, the 

foil avoids the vortices in a slalom mode. Because of the wavelength mismatch between the 

cylinder wake and the motion, combination modes also result where close encounters happen 

in one row while in the other row the encounter is more like the slalom mode. Again, this 

variety of encounter scenarios is not necessarily a hindrance to our experiments since we 

observed a greater variety of interactions. 

The foil is fixed to the cylinder at a specified distance in the wake, which guarantees 

that the foil will always encounter each row of vortices in the same manner each cycle. The 

cylinder wake is periodic and locked onto the motion. Thus, the observed interactions are 

periodic and repeatable despite the wavelength mismatch. 

Figures 5-13 through 5-21 summarize the flow and interaction for the cases listed in 

Table 5.2. The flow summaries contain four velocity plots starting at the point of maximum 

heave proceeding in increments of one quarter of the motion cycle. The abscissae are 

adjusted such that the foil pivot is fixed at f = 0. The DPIV data view does not usually 

include the flow between the cylinder and foil. In addition, shadowed regions sometimes 

obscure the cylinder vortices and are removed using the standard method. The velocity 

fields are presented in the inertial reference frame such that the wake vortices are well 

resolved. 

Schematic diagrams of the wake structure and subsequent interaction of vortices are 

shown alongside the velocity plots. The schematic diagrams show vortices not clearly visible 

in the velocity plots due to the limited data view and optical contaminations such as shadows 
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Figure 5-9:  DPIV velocity field for foil only, case vc2.   Foil at maximum heave position. 
StTE = 0.86, ^r = 1-0, Go = 30, amax = 27.7°, <f> = 90° 
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Figure 5-10: DPIV vorticity field for foil only, case vc2.  Foil at maximum heave position. 
Contour levels are from -20.0 to 20.0 ^ in 1.0 - increments excluding the zero contour. 
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Figure 5-11: DPIV velocity field for foil only, case vc8.  Foil at maximum heave position. 
StTE = 0.61, ^ = 1.0, 0o = 15, amax = 42.5°, <f> = 90°. 
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Figure 5-12: DPIV vorticity field for foil only, case vc8.  Foil at maximum heave position. 
Contour levels are from -20.0 to 20.0 - in 1.0 - increments excluding the zero contour. 
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and reflections. The locations of the obscured vortices were ascertained by careful viewing 

of the raw video data. Cylinder vortices are labeled with roman numerals from oldest to 

newest. Foil vortices are labeled with capital letters following the same convention. Foil 

stall vortices are labeled with lower case letters which correspond to the upper case labeled 

vortex with which the stall vortex will merge in the near wake. 

Figure 5-13 summarizes the flow for case vc3 where the angle of attack is moderate and 

the separation is one motion wavelength. The foil closely encounters the cylinder vortices 

in an interception mode: top row vortices come near the foil leading edge and the bottom 

row vortices hit the foil at approximately the mid-chord. Clearly, the foil motion dominates 

the formation of a reverse Kärmän street. The oncoming cylinder vortices are annihilated 

by straining due to the motion of the foil. In Figure 5-13, when the foil is at the position 

of maximum heave, cylinder vortex (i) is very close to the foil leading edge. As the foil 

moves downward, the vortex is strained and disappears quickly. Similarly, cylinder vortex 

(ii) disintegrates during the foil upstroke. 

The flow around the foil is perturbed by the cylinder vortices yet forms essentially the 

same vortical structures as in the foil alone case (Figure 5-9). There is a 24% reduction in 

the thrust coefficient although the wake vortex circulation increases by 41%. This result 

is unexpected since the cylinder wake increases the effective angle of attack that the foil 

feels and should increase the net thrust. The reduced thrust is due to the alignment of the 

vortices in the wake closer to the centerline. The vortex strength and wake excess velocity 

are both larger than in the foil only case, yet there is nearly a 60% reduction in the near 

wake width. Thus, the overall thrust is reduced. 

In comparison to the foil alone case, the dynamic stall vortex increases in strength, 

likely due to the increase in angle of attack. The increased DSV strength indicates that the 

downwash from the near cylinder vortices does not significantly inhibit DSV formation. By 

the time the foil comes near the cylinder vortices, the DSV is fully developed and convecting 

downstream. 

Figure 5-14 summarizes the flow for the vc4 case where the separation between the 

cylinder and foil is increased to 1.25 A. Here, the foil avoids the cylinder vortices in a 

slalom mode. In the maximum heave position, we see the foil preparing to move downward 

between cylinder vortices (i) and (ii). During the downstroke, the stall vortex (d) moves 

along the foil surface to join with forming TEV (D). Cylinder vortex (i) moves upward 
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Figure 5-13: Flow summary for vc3 case, j = 1.00, interception mode with annihilation of 
both rows of cylinder vortices by stretching. Velocity fields at quarter points in the heave 
cycle are shown in the left column, schematic diagrams of the wake vortices in the right 
column. The abscissa is adjusted such that the foil pivot point is at - = 0. 
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following (d) and also merges with the same signed TEV (D). Meanwhile, cylinder vortex 

(ii) from the top row moves downward, and merges with TEV (E) along with the stall 

vortex (e). The top row cylinder vortices merge with the TEV while it is forming whereas 

the bottom row vortices merge with TEV in the near wake. This case illustrates two different 

types of constructive merging which depend on the proximity of the cylinder vortex to the 

foil. The foil suction can either draw the cylinder vortex near the foil surface and into the 

forming TEV or draw it into the wake where it merges with TEV. 

In this interaction, as with the previous, the cylinder wake is completely reformed by 

the foil motion. A reverse Karman street forms with diminished wake width and increased 

strength similar to the previous case. The circulation of the near wake vortices is larger 

than the foil alone vortices by 27% which supports the notion of constructive merging. 

However, the result is not markedly different from the previous case where vortices are 

clearly annihilated and not constructively merged. This apparent discrepancy is likely due 

to the error in the circulation measurement in a highly mixed wake. Recall from Chapter 4, 

the error in the circulation calculation was typically less than 5% for well behaved wakes. 

However, when the wake is relatively mixed as in these cases, the typical standard deviations 

are 10 to 15%. Thus, we must qualify our interpretation of the circulation data in these 

interaction wakes. 

Case vc5 is summarized in Figure 5-15. Here, j = 1.50 which results in a combined 

interception and slalom mode. Top row cylinder vortices are avoided and constructively 

merged while bottom row vortices are intercepted and annihilated by stretching. At the 

point of maximum heave we see cylinder vortex (i) at the trailing edge of the foil. As the 

foil moves downward, (i) moves into the wake where it begins merging with same signed 

vortex (D). Meanwhile, cylinder vortex (ii) closely intercepts the foil and is destroyed by 

stretching. The interactions in this case essentially match those observed in the interception 

mode of case vc3 and the slalom mode of case vc4. The wake width, thrust coefficient and 

vortex strength differ similarly as previous cases from the foil alone case. 

Figure 5-16 shows the results for case vc6 where the separation has been reduced to 

0.75 A. In this case, the interaction is an interception mode with the foil encountering the 

top row vortices near the trailing edge and the bottom row vortices near the mid-chord. 

During the downstroke, top row cylinder vortex (i) interacts with the formation of TEV 

(E): (i) is pushed upward and then strained to destruction.   In the bottom row, cylinder 
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Figure 5-14: Flow summary for vc4 case, j = 1.25, slalom mode with constructive merging 
of both rows of cylinder vortices with TEV. Velocity fields at quarter points in the heave 
cycle are shown in the left column, schematic diagrams of the wake vortices in the right 
column. The abscissa is adjusted such that the foil pivot point is at ^ = 0. 
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Figure 5-15: Flow summary for vc5 case, j — 1.50, combination interception and slalom 
mode with annihilation by stretching of bottom row cylinder vortices and constructive 
merging of top row vortices with TEV. Velocity fields at quarter points in the heave cycle 
are shown in the left column, schematic diagrams of the wake vortices in the right column. 
The abscissa is adjusted such that the foil pivot point is at - = 0. 
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vortex (ii) is lifted by the foil slightly and stretched to destruction during the upstroke. 

Case vc7 is summarized in Figure 5-17. In this case, the foil follows the cylinder so closely 

that it begins to interfere with the shedding process. The swinging of the flow around 

the cylinder base is prevented by the presence of the foil, resulting in weaker shedding. 

Zdravkovich [147] presents an excellent review of this and other vortex suppression devices. 

It is clearly undesirable for us to suppress cylinder shedding for our studies so we did not 

repeat this case for the higher angle of attack foil motion. Despite the reduced cylinder 

vortex strength, a slalom interaction similar to case vc4 occurs. Both top and bottom row 

vortices constructively merge with same signed TEV. 

Figure 5-18 through 5-21 show the interaction cases for vc9 through vcl2 where the foil 

angle of attack is nearly doubled. In these cases, the interaction modes for a given separation 

are the same as observed previously, yet the wake interactions are distinctly different. 

Figure 5-18 shows case vc9 where j = 1.00, which produces an interception mode. 

Previously, in the low angle of attack case, the foil annihilated the cylinder vortex street 

by stretching. In this case, the cylinder vortices attach to and follow the foil surface, 

constructively merging with the foil stall vortex. Bottom row vortices are encountered very 

near the foil leading edge and top row vortices just upstream of the mid-chord as in case 

vc3. In Figure 5-18, cylinder vortex (ii) from the top row follows the foil downward, either 

merging with or replacing the stall vortex, and eventually merging with TEV (E). Similarly, 

cylinder vortex (i) joins the foil surface during the upstroke and eventually merges into TEV 

(D). 

The circulation of the wake vortices increases by 34% compared to the foil alone case. 

This increase is sufficiently large enough (compared to the circulation calculation error) to 

support the conclusion that cylinder vorticity is either transferred into the trailing edge 

vortices or creates sufficient downwash to increase the strength of the TEV. The foil re- 

structures an unfavorable drag wake into a favorable thrust wake by repositioning the drag 

vortices such that they will contribute to a jet wake formation. 

Figure 5-19 illustrates case vclO where there is a slalom mode interaction. In the low 

angle of attack case (vc4) for this separation, both rows of cylinder vortices constructively 

merge with trailing edge vorticity. In this case, we see essentially the same result. In 

Figure 5-19, cylinder vortex (i) merges with TEV (D) at the trailing edge while cylinder 

vortex (ii) follows the foil down, merging with TEV (E). 
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Figure 5-16: Flow summary for vc6 case, f = 0.75, interception mode with annihilation by 
stretching of both rows of cylinder vortices. Velocity fields at quarter points in the heave 
cycle are shown in the left column, schematic diagrams of the wake vortices in the right 
column. The abscissa is adjusted such that the foil pivot point is at - = 0. 
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Figure 5-17: Flow summary for vc7 case, j = 0.50, slalom mode with constructive merging 
of both cylinder vortex rows with TEV. Velocity fields at quarter points in the heave cycle 
are shown in the left column, schematic diagrams of the wake vortices in the right column. 
The abscissa is adjusted such that the foil pivot point is at - = 0. 
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Figure 5-18: Flow summary for vc9 case, j = 1.00, interception mode with constructive 
merging of both rows of cylinder vortices with the DSV. Velocity fields at quarter points in 
the heave cycle are shown in the left column, schematic diagrams of the wake vortices in 
the right column. The abscissa is adjusted such that the foil pivot point is at - = 0. 
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Contrary to the low angle of attack case, the stall vortex for this motion does not 

convect and contribute to the trailing edge vortices as previously. Stall vortices (d) and (e) 

appear and then are quickly suppressed, which is likely due to the extremely high rate of 

change of the angle of attack. In our foil studies in Chapter 4 we noted that extreme pitch 

rates Q* can suppress leading edge vortices even after they are formed. In this case, the 

combination of the nominally high angle of attack and the increase from the deficit cylinder 

wake quash the leading edge vortex before it convects towards the trailing edge. This stall 

vortex suppression does not occur in case vc9 because the merging cylinder vortices energize 

and aid in convecting the stall vortex towards the trailing edge. 

Figure 5-20 shows the combination interaction mode of case veil. The foil intercepts 

bottom row vortices at the mid-chord and avoids the top row vortices (the interaction is 

at the trailing edge). Cylinder vortices from both rows are destroyed by interaction with 

the shear layer emanating from the trailing edge. They stretch and disappear as the TEV 

forms. Again, the stall vortices are suppressed by the foil motion and do not contribute 

to the wake. This case differs from the corresponding low angle of attack case in that the 

bottom row vortices do not convect past the forming TEV to merge with the previously 

shed same signed vorticity. In this case, the trailing edge shear layer traps the cylinder 

vortex and annihilates it by stretching. 

Case vcl2 is illustrated in Figure 5-21. The foil intercepts the top row slightly down- 

stream of the mid-chord and the bottom row slightly upstream of the trailing edge. The 

top row vortices are drawn towards the trailing edge and then destroyed by interaction with 

the shedding shear layer. Similar to case vc9, the bottom row cylinder vortex joins with 

the same signed stall vortex, convects and constructively merges with shed trailing edge 

vorticity. 

Figure 5-22 summarizes the variation in thrust coefficient as a function of the separation 

(phasing). The data are plotted normalized with respect to the thrust coefficient of the 

corresponding foil only case for each group of experiments. The net force ranges between 

40 and 80 percent of the tare value, depending on the type of interaction mode. In both 

angle of attack cases, the slalom mode diminishes the net thrust, and the interception mode 

increases the thrust. In the interception mode, the foil is more heavily loaded and produces 

greater thrust. In the slalom mode, cylinder vortices are always constructively merged with 

TEV, yet interestingly, the net force is reduced compared to the interception mode. 
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Figure 5-19: Flow summary for vclO case, j = 1.25, slalom mode with constructive merging 
of both rows of cylinder vortices with TEV. Velocity fields at quarter points in the heave 
cycle are shown in the left column, schematic diagrams of the wake vortices in the right 
column. The abscissa is adjusted such that the foil pivot point is at - = 0. 
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Figure 5-20: Flow summary for veil case, j = 1.50, combination interception and slalom 
mode with annihilation by stretching of both rows of cylinder vortices. Velocity fields at 
quarter points in the heave cycle are shown in the left column, schematic diagrams of the 
wake vortices in the right column. The abscissa is adjusted such that the foil pivot point is 
at £ = 0. 
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Figure 5-21: Flow summary for vcl2 case, j = 0.75, interception mode with destruction 
of top row vortices by stretching and constructive merging of bottom row vortices with 
the DSV. Velocity fields at quarter points in the heave cycle are shown in the left column, 
schematic diagrams of the wake vortices in the right column. The abscissa is adjusted such 
that the foil pivot point is at - = 0. 
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For j = 1.00, both foil motions have essentially the same net thrust ratio, yet the wake 

interactions are distinctly different. In the lower angle of attack case, the cylinder vortices 

disintegrate after coming in contact with the foil whereas in the higher angle of attack 

case, the cylinder vortices join the stall vortex and constructively merge into the trailing 

edge vorticity. It is unexpected that these two different wake interactions produce the same 

net result. It would be beneficial to repeat these cases with actual force measurements to 

ascertain the efficiency of these interactions. 

At j = 1.50 the apparent trend for the two experimental groups diverges. The thrust 

ratio for the lower angle of attack case rises dramatically to its highest value while the 

higher angle of attack case continues to drop. The difference between these two cases is the 

interaction with the top row vortices. In case vc5, the cylinder vortex merges constructively 

with the TEV whereas in veil it is annihilated. The force ratio discrepancy is greater than 

three times the standard deviation of the force coefficient calculation for these cases. Thus, 

the thrust ratio discrepancy is likely due to the different wake interactions rather than the 

measurement error. 

In each of the interaction cases studied, the wake vortex strength increases in comparison 

to the tare case of the foil alone. We expect this result because of the increase in angle of 

attack due to the cylinder deficit wake. Despite the increase in wake vortex strength, the 

thrust coefficient as computed using momentum methods is always less than the tare value. 

This contradicts the result given by Gopalkrishnan et al. [38] that the net thrust increases 

for similar tandem arrangements at lower heave amplitudes and angles of attack. 

5.5     Conclusions 

In this chapter we have investigated the interaction of thrust producing flapping foils with 

upstream discrete vorticity. Vortex generation by an oscillating D-section cylinder was 

studied in detail over a wide range of frequencies and amplitudes. Excellent performance 

was achieved for moderate heave amplitudes (1 < ^j- < 3) and frequencies near the natural 

cylinder shedding frequency. 

We experimentally surveyed the interaction between the oscillating D-cylinder wake 

and two moderate amplitude, high angle of attack flapping foil motions. The phase of the 

interaction was adjusted between 0.5 and 1.5 wavelengths by varying the separation between 
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Figure 5-22: Force coefficient variation with interaction mode. Force coefficients are nor- 
malized with respect to the corresponding nominal foil alone case (vc3 through vc7 are 
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the cylinder and foil sections. In all cases, the foil restructures the cylinder wake and replaces 

it with a reverse Karman street which is usually narrower than in the nominal foil alone case. 

The cylinder deficit wake acts to strengthen the effect of the foil by effectively increasing 

the angle of attack. Hence, the circulation of the wake vortices increases compared to the 

nominal case. 

We observed a variety of wake interactions which depend on the encounter phase of the 

foil and the cylinder vortices, as well as the foil kinematics. In the lower angle of attack foil 

cases the following interactions were observed: 

• Interception mode (near encounters) => annihilation by straining 

• Slalom mode (avoidance) ==> constructive merging with TEV 

For the high angle of attack foil motions, the interactions are: 

• Interception mode => constructive merging with DSV, annihilation by straining 

• Slalom mode =>• constructive merging with TEV 

The thrust force is maximum in the interception modes where the foil is heavily loaded. 

Streitlien [113] observed the same phenomenon his nonlinear simulations with a correspond- 

ing increase in efficiency. 

In this chapter we have taken the work of Gopalkrishnan and Streitlien one step further. 

Here we have considered large amplitude, large angle of attack flapping foil motions and 

the interactions with discrete vortices. Force measurements are required in order to draw 

conclusions on the efficiency of these motions. 
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Chapter 6 

Conclusions 

6.1     Summary 

In this thesis we have explored propulsion hydrodynamics as a concept in vorticity control. 

Vortex generation is inherent to jet production and plays a fundamental role in the wake 

dynamics. Propulsion strategies which exploit the nature of the vortical wake can produce 

large thrust levels while maintaining high efficiency. 

Our experiments with live swimming fish indicate that the undulatory motions of fish 

are organized such that they lay the foundation for a wake comprised of discrete vortices. 

Vortices are fundamental to the near wake in fish swimming, rather than a consequence 

of shear layer roll-up in the wake. During maneuvering the body effect is amplified: the 

vigorous body contortion during the preparatory stroke initiates the formation of a vortex 

ring jet which is shed during the main propulsive stroke, imparting momentum to the fluid 

in the opposite direction of the fish motion. 

In napping foil propulsion, the wake structure depends strongly on foil kinematics. 

Our exploration of large amplitude napping foil motions revealed the unexpected result: 

trailing edge shedding is significant only for low amplitude oscillations. For large amplitude 

motions (^ > 1.0), dynamic stall of the foil significantly influences the structure of the 

wake. The stall vortex was observed to merge with same signed trailing edge vorticity or 

more commonly, it leaves the foil surface without any apparent trailing edge shedding. The 

phase relationship between heave and pitch motions greatly influences the stall formation 

and convection which substantially affects the efficiency. Despite the large quantity of 

published work in aerodynamics on dynamic stall of wings, virtually all of our results for 

181 



flapping foils are novel contributions. 

Our experiments in vorticity control of tandem vortical wakes demonstrate that a strong 

drag wake can be effectively cancelled by operating a thrust producing foil in the wake. 

The nature of the foil interaction with upstream vorticity depends on the proximity (phase) 

of the encounter and the foil kinematics. Upstream vortices either strain to destruction 

or convectively merge with leading or trailing edge foil vorticity. These vorticity control 

experiments provide proof of concept that a flapping foil can effectively manipulate upstream 

vorticity. 

6.2     Recommendations for further research 

Although DPIV has proved to be a powerful and effective measurement technique, there 

are several issues yet to be resolved. The uppermost concern in these types of experiments 

is obtaining the flow very near to a solid surface. In our experiments we have taken the 

straightforward approach of masking the data such that we only interpret the real flow and 

not spurious data caused by shadows, reflections and the image of the solid object. We have 

yet to undertake the combined method of particle tracking and particle image velocimetry 

near moving bodies because in our own experiments, our typical fluid boundaries move and 

deform, sometimes unpredictably as in the case of a swimming fish. For the method to be 

generally applicable, considerable effort must be expended to develop the image processing 

algorithms to handle complex, arbitrary geometries. Advances in the method would be 

immediately applicable to a variety of bounded flows including flows near the free surface 

as well as solid and moving boundaries. 

Once the flow near the body is fully revealed, the instantaneous force the body imparts 

on the fluid can be calculated elegantly using the vorticity field. Wu [139] presents a method 

for computing the viscous force on the fluid based on the time rate of change of the first 

moment of vorticity and the contribution from solid body rotation. The method looks 

especially promising in the case of flapping foils since the kinematics are precisely known. 

On the topic of vorticity control strategies, force and efficiency measurements are needed 

to synthesize our wake interaction observations. We were only able to measure the net wake 

strength (thrust coefficient and vortex circulation) of our tandem arrangements. In some 

cases, markedly different interactions resulted in similar wake strength. Likely, the efficiency 
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varies considerably. For instance, capture of the cylinder wake vortices which merge with 

the foil stall vortex elegantly redirects drag energy to foil thrust enhancement, probably 

with increased efficiency. Our experiments were limited to heavily loaded foil motions. 

Further study of lightly loaded (low angle of attack) motions may reveal other interesting 

wake interactions. 
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